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Introduction

Superconductivity

The mysterious effect of superconductivity (zero electric resistance) in a metal at low temperatures was discovered by H. Kamerlingh Onnes in 1911 \[\text{[1]}\]. For a long time, the microscopic explanation of this phenomenon was lacking, while a number of successful phenomenological approaches (the London theory \[\text{[2]}\], the Ginzburg-Landau theory \[\text{[3]}\]) were employed to study various properties of superconductors.

During this time, the effect of superfluidity (flowing without dissipation) in the liquid helium \[\text{[4]}\] was experimentally discovered by P. L. Kapitza \[\text{[4]}\] and theoretically explained by L. D. Landau \[\text{[5]}\]. The basic mechanism behind the superfluidity is the Bose-Einstein condensation of helium atoms. Although at first sight, liquid helium does not have much common with solid superconductor, actually the phenomena of superfluidity and superconductivity are very close to each other. While the superfluidity is the flowing of helium atoms without dissipation, the superconductivity is the flowing of electrons without dissipation. Thus superconductivity can be imagined as the superfluidity of electronic liquid. At the same time, there is a crucial difference between the two phenomena. While a macroscopic number of bosonic helium atoms undergo the Bose-Einstein condensation and occupy the lowest energy level, the electrons, which are fermionic particles, cannot do this as they are not allowed to share the same state.

A key step in unravelling the mystery of superconductivity was made by L. N. Cooper in 1956 \[\text{[6]}\], who showed that if electrons attract then the electronic system becomes unstable against forming the so-called Cooper pairs (the attraction that can overcome the Coulomb repulsion can be produced due to interaction of electrons with lattice vibrations). The newly formed pairs of electrons are bosonic objects, hence they can undergo the Bose-Einstein condensation and form a state necessary for the superfluidity! This idea became the keystone of the microscopic theory of superconductivity which was finally built in the late fifties by J. Bardeen, L. N. Cooper, and J. R. Schrieffer (BCS) \[\text{[7]}\] and N. N. Bogolyubov \[\text{[8]}\]. Shortly thereafter, L. P. Gork'kov formulated the BCS theory in the language of the Green functions \[\text{[9]}\].

Later, the possibility of unconventional superconductivity, which is characterized by nonzero spin or orbital momentum of the Cooper pairs, was discussed. The ordinary case corresponds to Cooper pairing between electrons with opposite spins, the singlet pairing. The other, unconventional case, corresponds to pairing between elec-
trons with the same spin projection, the triplet pairing. Another nontrivial possibility is a nonzero orbital momentum. The superconducting state is characterized by the order parameter $\Delta$, which describes the “strength” of the superconductivity and determines the energy gap in the single-particle density of states. In the ordinary case, the energy gap $\Delta$ is the same for all directions of electron’s momentum. However, if the orbital momentum of the Cooper pairs is nonzero then the superconductivity is anisotropic, which means that $\Delta$ depends on the direction of motion inside the superconductor (an example of anisotropic superconductivity is established in the high-temperature superconductors [10][11]).

Extensive investigations demonstrated that zero electric resistance is only one of the many manifestations of superconductivity. Below we mention two of them which are particularly relevant for the subject of the thesis and appear in its title.

When a superconductor contacts a normal metal, a number of phenomena known as the proximity effect takes place. The two materials influence each other on a spatial scale of the order of the coherence length in the vicinity of the interface. In particular, the superconducting correlations between quasiparticles are induced into the normal metal, because the Cooper pairs penetrating into the normal metal have a finite lifetime there. Until they decay into two independent electrons, they preserve the superconducting properties. Alternatively, the proximity effect can be viewed as resulting from the fundamental process known as the Andreev reflection [12]. Imagine a low-energy electron impinging from the normal metal onto the interface with the superconductor. A single electron can penetrate the superconductor only if its energy is larger than the superconducting energy gap $\Delta$, while below it only Cooper pairs can exist. Thus the low-energy electron cannot penetrate the superconductor. If there is no potential barrier at the interface, the electron cannot be reflected back either, due to the momentum conservation law. The only way out of this contradiction is the Andreev reflection: a Cooper pair goes into the superconductor, while a hole (“the antiparticle” for the electron) goes back into the normal metal in order to conserve charge.

Deep understanding of the nature of the superconducting state lead also to the discovery of one of the most spectacular superconducting phenomena, the Josephson effect [13]. This occurs when two superconductors are connected via a weak link, which can be either a nonsuperconducting material (insulator as in Ref. [13] or metal) or a geometrical constriction (the variety of Josephson junctions is reviewed in Ref. [14]). The superconducting condensate in each of the two weakly coupled superconductors is described by its wave function and the corresponding phase. Josephson found that if the phases are different and the difference is $\varphi$, then the supercurrent (nondissipative current) $I = I_c \sin \varphi$ arises across the junction in the absence of voltage. The quantity $I_c$ is called the critical current.

Motivation

From the most fundamental aspects of superconductivity let us now switch to the particular issues that became the subject of the thesis.
Introduction

Although the investigation of the proximity effect in SN systems\(^1\) was started about forty years ago [15, 16, 17], the technology allowing to produce and measure experimental samples of mesoscopic dimensions was achieved relatively recently. In particular, it became possible to study SN structures consisting of thin layers (having thickness smaller than the coherence length). Such structures behave as a single superconductor with nontrivial properties. The most basic of them has already been studied mostly for the case of ideally transparent interface. At the same time, the experimental progress requires the corresponding advances in theory, especially taking into account arbitrary interface transparency. This crucial parameter determines the strength of the proximity effect and at the same time is not directly measurable. From practical point of view, the SN proximity structures can be used as superconductors with relatively easily adjustable parameters, in particular, the energy gap and the critical temperature. The parameters of the proximity structures can be tuned, e.g., by varying the thickness of the layers. This method has already found its application in superconducting transition edge bolometers and photon detectors for astrophysics (see, e.g., Refs. [13, 14]).

The physics of SF systems is even richer. In contrast to the SN case, the superconducting order parameter does not simply decay into the nonsuperconducting metal but also oscillates. This behavior is due to the exchange field in the ferromagnet that acts as a potential of different signs for two electrons in a Cooper pair and leads to a finite momentum of the pair (similarly to the Larkin-Ovchinnikov-Fulde-Ferrell state in bulk materials [21]). This oscillations reveal itself in nonmonotonic dependence of the critical temperature \(T_c\) of SF systems as a function of the F layers thickness, both in the cases of SF multilayers [21, 22] and bilayers [23, 24, 25]. At the same time, in most of the papers investigating this effect, the methods to calculate \(T_c\) were approximate. An exact method was proposed in Ref. [22] for the limiting case of perfect interfaces and large exchange energies. An exact method to calculate \(T_c\) at arbitrary parameters of the system was lacking. The need for such a method was also motivated by the experiment [25] that did not correspond to the previously considered approximations and limiting cases.

Another interesting effect in SF systems takes place if the magnetization of the ferromagnet is inhomogeneous. Then the triplet superconducting component can arise in the system [26, 27]. Physically, this effect is similar to generating the triplet correlations in magnetic superconductors [28] (with Cooper interaction only in the singlet channel). Recently, it was demonstrated that the triplet component also arises in the case of several homogeneous but noncollinearly oriented ferromagnets [29]. However, the conditions at which the superconductivity is not destroyed in this system were not found. The simplest system of the above type is an FSF trilayer. The answer to the question about the conditions for the superconductivity to exist can be obtained when studying the critical temperature \(T_c\) of the system. At the same time, a method to calculate \(T_c\) in a situation when the triplet component is generated, was lacking. A possible practical application of FSF structures is a spin valve [29, 30], a system that switches between superconducting and nonsuperconducting states when the relative orientation of the magnetizations is varied. Although the superconductive

\(^1\)The notations: S — s-wave superconductor, D — d-wave superconductor, N — normal metal, F — ferromagnetic metal, I — insulator, c — constriction.
spin valve is not yet experimentally realized, the work in this direction has already started [32].

The Josephson effect in the systems containing ferromagnets (e.g., structures of the SFIFS, SIFS or SFCtS type) also has a number of peculiarities. Among them are the transition from the ordinary (0-state) to the so-called π-state (in other words, the inversion of the critical current sign or the additional π phase shift in the Josephson relation — this effect was theoretically predicted in Refs. [23] and experimentally observed in Ref. [24]) when the two ferromagnets are aligned in parallel, the enhancement of the critical current by the exchange field in the case of antiparallel orientation [25], and non-sinusoidal current–phase relation. Although such effects have been studied before, they were often done in the simplest models and at the simplest assumptions about system parameters. To achieve better understanding of this phenomena, one should study them at various conditions and determine the physical mechanisms behind the effects. The interest to SFS junctions with nontrivial current–phase relation is in particular due to their possible employment for engineering logic circuits of novel types, both classical and quantum bits (see, e.g., Refs. [21]–[23]).

Another interesting type of nonuniform superconducting systems is a junction between superconductors of nontrivial symmetry. The superconductors with the d-wave symmetry of the order parameter are widely discussed because this symmetry is realized in the high-temperature superconductors [10], [11]. A possibility to implement a so-called qubit (quantum bit) based on d-wave junctions was proposed in Refs. [30], [31]. Quantum bit is, simply speaking, a quantum mechanical system with two states (which can be imagined as spin 1/2). While a classical bit can be either in one state or in the other, a qubit can also be in a superposition of the two states. If a quantum computer is built of such qubits, it would have the advantage of natural computational parallelism that can enormously speed up certain types of computational tasks. A possibility to implement a qubit based on DID junction stems from the fact that the energy of such a junction as a function of the phase difference can have a double-well form with two minima. This degeneracy of the ground state arises due to the nontrivial symmetry of the superconductors. Due to tunneling between the wells, the ground state splits, and the two resulting levels effectively form the quantum-mechanical two-state system. At the same time, the gapless nature of the d-wave superconductors leads to appearance of low-energy quasiparticles which can destroy the quantum coherence of the qubit and hence hamper its successful functioning. Calculation of the corresponding decoherence time is necessary for estimating the efficiency of the proposed qubits.

Outline of the thesis

In Chapter 1, the theory of superconductivity in thin SN sandwiches (bilayers) in the diffusive limit is developed, with particular emphasis on the case of very thin superconductive layers, $d_S \ll d_N$. The proximity effect in the system is governed by the interlayer interface resistance (per channel) $\rho_B$. The case of relatively low resistance (which can still have large absolute values) can be completely studied analytically. The theory describing the bilayer in this limit is of BCS type but with
the minigap (in the single-particle density of states) $E_g \ll \Delta$ substituting the order parameter $\Delta$ in the standard BCS relations; the original relations are thus severely violated. In the opposite limit of an opaque interface, the behavior of the system is in many respects close to the BCS predictions. Over the entire range of $\rho_B$, the properties of the bilayer are found numerically. Finally, it is shown that the results obtained for the bilayer also apply to more complicated structures such as SNS and NSN trilayers, SNINS and NSISN systems, and SN superlattices.

In Chapter 2, we propose two exact methods to calculate the critical temperature $T_c$ of dirty SF bilayers at arbitrary parameters of the system. The methods are applied to study the nonmonotonic behavior of the critical temperature versus thickness of the F layer. Comparing our results with experimental data, we find good agreement. Then we study the critical temperature of FSF trilayers, where the triplet superconducting component is generated at noncollinear magnetizations of the F layers. We reduce the problem to the form that allows us to employ the exact numerical methods developed earlier, and calculate $T_c$ as a function of the trilayer parameters, in particular, mutual orientation of magnetizations. Analytically, we consider interesting limiting cases. Our results determine conditions which are necessary for existence of the odd (in energy) triplet superconductivity in SF multilayers.

In Chapter 3, the quantitative theory of the Josephson effect in SFS junctions (with one or several F layers) is presented in the dirty limit. Fully self-consistent numerical procedure is employed to solve the Usadel equations at arbitrary values of the F-layers thicknesses, exchange energies, and interface parameters. In SFIFS junction, at antiparallel ferromagnets' magnetizations the effect of the critical current enhancement by the exchange field is observed, while in the case of parallel magnetizations the junction exhibits the transition to the $\pi$-state. In the limit of thin F layers, we study these peculiarities of the critical current analytically and explain them qualitatively; the scenario of the $0-\pi$ transition in our case differs from those studied before. The effect of switching between 0 and $\pi$ states by changing the mutual orientation of the F layers is demonstrated. Also, various types of the current-phase relation $I(\phi)$ in SFcFS point contacts and planar double-barrier SIFIS junctions are studied in the limit of thin ferromagnetic interlayers. The physical mechanisms leading to highly nontrivial $I(\phi)$ dependence are identified by studying the spectral supercurrent density. In particular, these mechanisms are responsible for the $0-\pi$ transition in SFS Josephson junctions.

In Chapter 4, we study the Josephson junction between two $d$-wave superconductors, which is discussed as an implementation of a qubit. We propose an approach that allows to calculate the decoherence time due to an intrinsic dissipative process; quantum tunneling between the two minima of the double-well potential excites nodal quasiparticles which lead to incoherent damping of quantum oscillations. In DID junctions of the mirror type, the contribution to the dissipation from the nodal quasiparticles is superohmic and becomes small at small tunnel splitting of the energy level in the double-well potential. For available experimental data, we estimate the quality factor.
Green functions in the theory of superconductivity

The quantum field theory methods turned out to be very powerful also in the theory of solid state systems [12]. The theory of superconductivity was formulated in this language, the language of the Green functions, by L. P. Gor’kov [9]. The Gor’kov equations were derived directly from the BCS Hamiltonian. They can be conveniently written in the matrix form:

\[
\begin{pmatrix}
(E + i0) + \frac{1}{2m} \frac{\partial^2}{\partial r_1^2} + E_F - V(r_1) & i\Delta(r_1) \\
\Delta^*(r_1) & -(E + i0) + \frac{1}{2m} \frac{\partial^2}{\partial r_1^2} + E_F - V(r_1)
\end{pmatrix} \times \hat{G}(E, r_1, r_2) = \hat{1} \delta(r_1 - r_2),
\]

where the retarded matrix Green function \( \hat{G} \) contains the standard Green function \( G \) and the anomalous Green functions \( F \) and \( \bar{F} \) that describe the superconducting correlations:

\[
\hat{G} = \begin{pmatrix} G & F \\ F & \bar{G} \end{pmatrix},
\]

\( E_F \) is the Fermi energy, \( V(r_1) \) is the impurity potential.

In real systems, solving the Gor’kov equations can be a formidable task. At the same time, the information contained in those is often redundant. In particular, the Green functions entering the Gor’kov equation describe rapid oscillations on the scale of the Fermi wavelength. Of course, there are situations when these oscillations play crucial role and must be carefully described. At the same time, if characteristic scales in the problem are large compared to the interatomic distance, then the rapid oscillations are averaged and only the slow part of the Green functions determines the physical properties. For those cases, the Gor’kov equations can be simplified from the very beginning. The resulting formalism is known as the quasiclassical method [13, 14, 15], and below we briefly outline the main steps leading to it.

The Green functions entering the Gor’kov equations depend on two coordinates and energy. We can do the Wigner transform over the coordinates, which means that we introduce the center of mass coordinate \( r = (r_1 + r_2)/2 \) and the relative coordinate \( \rho = r_1 - r_2 \), and make the Fourier transform over \( \rho \) resulting in the relative momentum \( p \). The above transformations are exact, they are made simply for convenience. The next step is the quasiclassical approximation itself, the idea of which is that the dependence of the Green function on the relative coordinate is fast, while the dependence on the center-of-mass coordinate is slow (the small parameter of this approximation is \( T_c/E_F \), with \( T_c \) being the critical temperature). The quasiclassical approximation implies that we average the Green functions over the rapid oscillations described by the relative momentum \( p \):

\[
\hat{g}(E, r, n) = i \int d\xi \hat{G}(E, r, p).
\]

The integration over \( p \), the absolute value of the relative momentum, is standardly rewritten as integration over \( \xi = p^2/2m - E_F \). The unit vector \( n = p/p \) points in the
direction of the relative momentum. Finally, we should average the Green function over impurities.

The equation for the resulting quasiclassical function was derived by G. Eilenberger [13] (see also Ref. [13]); it reads

$$v_F \frac{\partial \hat{g}}{\partial r} + \left[ -i(E + i\tau) \hat{\sigma}_3 + \frac{\langle \hat{g} \rangle}{2\tau}, \hat{\Delta} \right] = 0, \quad \hat{\Delta} = \begin{pmatrix} 0 & \Delta \\ \Delta^* & 0 \end{pmatrix},$$  \hspace{1cm} (4)

where the square brackets denote the commutator and the angular brackets denote averaging over directions of $n$ (angular averaging). $v_F$ is the Fermi velocity, $\sigma_3$ is the third Pauli matrix, and $\tau$ is the time of the mean free path. The Green function entering this equation obeys the normalization condition $\hat{g}^2 = \hat{1}$.

The Eilenberger equation can be further simplified in the diffusive (dirty) limit. The physical reason is that due to frequent scattering on impurities, the Green function becomes isotropic. The equation for the isotropic function

$$\hat{g}(E, r) = \langle \hat{g}(E, r, n) \rangle$$  \hspace{1cm} (5)

was derived by K. D. Usadel [15]:

$$D \frac{\partial}{\partial r} \left( \hat{g} \frac{\partial \hat{g}}{\partial r} \right) + \left[ i(E + i\tau) \hat{\sigma}_3 - \hat{\Delta}, \hat{g} \right] = 0, \quad \hat{g}^2 = \hat{1}. \hspace{1cm} (6)$$

All forms of the equations discussed above must be complemented with the corresponding self-consistency equation for the order parameter $\Delta$. For brevity, we write down the self-consistency condition only for the Usadel equation:

$$\Delta(r) = -\frac{i\lambda}{2} \int_{-\omega_D}^{\omega_D} dE \tanh \left( \frac{E}{2T} \right) f(E, r), \hspace{1cm} (7)$$

where $f$ is the anomalous component of the matrix Green function, $T$ is the temperature, $\lambda$ is the coupling constant (effective parameter of electron-electron interaction), and the integration is cut off at the Debye energy $\omega_D$. In particular, this equation yields the zero-temperature gap of the bulk superconductor $\Delta = 2\omega_D \exp(-1/\lambda)$.

The quasiclassical approximation breaks down near interfaces between different materials, when the interfaces are sharp on the scale of the Fermi wave-length (atomic scale). In order to use the quasiclassical equations for describing nonuniform systems, one should complement them with the effective boundary conditions. The boundary conditions for the Eilenberger equation were derived by A. V. Zaitsev [16] and for the Usadel equation — by M. Yu. Kupriyanov and V. F. Lukichev [17]. The latter boundary conditions have the form

$$\sigma_{l} \frac{\partial \hat{g}_l}{\partial x} = \sigma_r \frac{\partial \hat{g}_r}{\partial x} = \frac{1}{2R_B \mathcal{A}} \left[ \hat{g}_l, \hat{g}_r \right], \hspace{1cm} (8)$$

where the indices $l$ and $r$ refer to the left- and right-hand side of the interface, respectively, $\sigma$ is the conductivity of metals, $R_B$ is the total resistance of the interface, and $\mathcal{A}$ is its area. The $x$ axis is normal to the interface.
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Chapter 1

Superconductivity in thin SN bilayers

1.1 Introduction

It is well known that the majority of metallic superconductors is well described by the classical BCS theory of superconductivity [1]. One of the main qualitative features of the BCS theory is a simple relation between the superconductive transition temperature \( T_c \) and the low-temperature value of the energy gap for \( s \)-wave superconductors: \( \Delta(0) = 1.76T_c \). Experimentally, violations of this simple relation are considered as a sign of some unusual pairing symmetry or even of a non-BCS pairing mechanism. Recently, an evident example of such a violation of the BCS theory predictions was found in experiments by Kasumov et al. [2], who studied the current-voltage characteristics of a carbon nanotube contact between two metallic bilayers (sandwiches) made of ordinary metals, tantalum and gold. The observed value of the low-temperature Josephson critical current is 40 times larger than the maximum expected (Ambegaokar-Baratoff) value [3] \( I_c = \pi \Delta(0)/2eR_{\text{tube}} \), where the energy gap of the bilayer \( \Delta(0) \) is estimated from its transition temperature. The source of such discrepancy is not clear at present. The most recent experiments [4] demonstrate the existence of intrinsic superconductivity in carbon nanotubes. However, the discrepancy could also be due to unusual superconductive properties of the bilayers.

Although the proximity effect in SN bilayers is rather well studied, mostly the limit of the perfect interface (which is called “the Cooper limit” in the thin bilayer case [3][4]) or the opposite limit of opaque interface has been explored. At the same time, as we demonstrate below, between the two limiting cases the characteristics of the system and the relations between them, depending on the interface resistance, behave quite nontrivially. The aim of the present chapter is to study the superconducting properties of a thin SN bilayer depending on the interface resistance.

An essential feature of the experiment [2] was that the superconductive layer in the bilayer was very thin: \( d_S/d_N = 5 \text{ nm}/100 \text{ nm} = 1/20 \). In the present chapter, we investigate such a bilayer both analytically and numerically, calculating quantities characterizing the superconductivity in this proximity system: the order parameter \( \Delta \), the density of the superconducting electrons \( n \), the critical temperature \( T_c \), the (mini)gap \( E_g \) in the single-particle density of states (DoS), the critical magnetic field
$H_e$ parallel to the bilayer and the upper critical field $H_{c2}$ perpendicular to the bilayer. In our calculations, the parameter controlling the strength of the proximity effect is the (dimensionless) resistance of the SN interface per channel $\rho_B$, which is related to the total interface resistance $R_B$ by the Sharvin formula

$$R_B = \frac{R_q \rho_B}{N_{ch}}, \quad (1.1)$$

where $R_q = \pi/e^2$ is the quantum resistance, and $N_{ch} = A/(\lambda_F/2)^2$, with $\lambda_F$ being the Fermi wave-length, is the number of channels in the interface of area $A$. We choose $\lambda_F$ referring to the S layer.

The values of the interface resistance can be divided into three ranges: (a) at large resistance, many characteristics of the superconductor ($\Delta$, $n$, $H_s$, $H_{c2}$) are almost unaffected by the presence of the normal layer — this is the BCS limit (however, we note that $E_g$ does not coincide with the order parameter, and even vanishes as $\rho_B$ increases); (b) at low resistance, the theory describing the bilayer is of BCS type but with the order parameter $\Delta$ substituted by the minigap $E_g$ (for instance, $E_g = 1.76 T_c$, whereas $E_g \ll \Delta$); the original BCS relations are thus severely violated; (c) at intermediate resistance, the behavior of the system interpolates between the above two regimes.

The violation of the BCS relations, corresponding to the parameters of the experiment [2], appears to be insufficient to explain the observed value of the critical current. Probably, the intrinsic superconductivity of the carbon nanotubes [2] plays an essential role. Therefore, the experiment [2] is mainly a motivation for the theoretical study described below. The practical outcome is an estimate for the interface resistance, obtained from the experimental values of the critical temperature and the parallel critical magnetic field (see Sec. 1.3 below).

1.2 Method

1.2.1 Usadel equation

Equilibrium properties of dirty systems are described [1] by the quasiclassical retarded Green function $\hat{g}(r, E)$, which is a $2 \times 2$ matrix in the Nambu space satisfying the normalization condition $\hat{g}^2 = 1$. The retarded Green function obeys the Usadel equation [8]

$$D \nabla (\nabla \hat{g}) + [i E \hat{\sigma}_3 - \hat{\Delta}, \hat{g}] = 0. \quad (1.2)$$

Here the square brackets denote the commutator, $D = vl/3$ is the diffusion constant with $v$ and $l$ being the Fermi velocity and the elastic mean free path, $E$ is the energy, whereas $\sigma_3$ (the Pauli matrix) and $\Delta(r)$ are given by

$$\hat{\sigma}_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \hat{\Delta} = \begin{pmatrix} 0 & \Delta \\ \Delta^* & 0 \end{pmatrix}. \quad (1.3)$$

The order parameter $\Delta(r)$ must be determined self-consistently from the equation

$$\Delta(r) = -\frac{i \lambda}{2} \int_{-\omega_D}^{\omega_D} dE \tanh \left( \frac{E}{2T} \right) f(r, E). \quad (1.4)$$
where \( f \), the anomalous Green function, is the upper off-diagonal element of the \( \hat{g} \) matrix, \( \lambda \) is the effective constant of electron-electron interaction in the S layer (whereas we assume \( \lambda = 0 \) and hence \( \Delta = 0 \) in the N layer), and integration is cut off at the Debye energy \( \omega_D \) of the S material.

Equation (1.2) should be supplemented with the appropriate boundary conditions at an interface, which read

\[
\sigma_l (\hat{g}_l \nabla_n \hat{g}_l) = \sigma_r (\hat{g}_r \nabla_n \hat{g}_r) = \frac{g_B}{2} [\hat{g}_l, \hat{g}_r],
\]

where the subscripts \( l \) and \( r \) designate the left and right electrode, respectively; \( \sigma \) is the conductivity of a metal in the normal state, and \( g_B = G_B / \mathcal{A} \) (with \( G_B = 1 / R_B \)) is the conductance of the interface per unit area when both left and right electrodcs are in the normal state. \( \nabla_n \) denotes the projection of the gradient upon the unit vector \( \mathbf{n} \) normal to the interface.

We use the system of units in which the Planck constant and the speed of light equal unity: \( \hbar = c = 1 \).

### 1.2.2 Angular parameterization of the Green function

The normalization condition allows the angular parameterization of the retarded Green function:

\[
\hat{g} = \begin{pmatrix}
\cos \theta & e^{i\nu \sin \theta} \\
e^{-i\nu \sin \theta} & -\cos \theta
\end{pmatrix},
\]

where \( \theta = \theta(r, E) \) is a complex angle which characterizes the pairing, and \( \varphi = \varphi(r) \) is the real superconducting phase. The off-diagonal elements of the matrix \( \hat{g} \) describe the superconductive correlations, vanishing in the bulk of a normal metal (\( \theta = 0 \)).

The Usadel equation takes the form

\[
\frac{D}{2} \nabla^2 \theta + \left[ iE - \frac{D}{2} (\nabla \varphi)^2 \cos \theta \right] \sin \theta + |\Delta| \cos \theta = 0, \tag{1.7}
\]

\[
\nabla (\sin^2 \theta \nabla \varphi) = 0. \tag{1.8}
\]

The corresponding boundary conditions are

\[
\sigma_l \nabla_n \theta_l = g_B \left[ \cos(\varphi_r - \varphi_l) \cos \theta_l \sin \theta_r - \sin \theta_l \cos \theta_r \right], \tag{1.9}
\]

\[
\sigma_r \nabla_n \theta_r = g_B \left[ \cos \theta_l \sin \theta_r - \cos(\varphi_r - \varphi_l) \sin \theta_l \cos \theta_r \right], \tag{1.10}
\]

\[
\sigma_l \sin^2 \theta_l \nabla_n \varphi_l = \sigma_r \sin^2 \theta_r \nabla_n \varphi_r = g_B \sin(\varphi_r - \varphi_l) \sin \theta_l \sin \theta_r. \tag{1.11}
\]

The self-consistency equation for the order parameter \( \Delta(\mathbf{r}) \) takes the form

\[
|\Delta| = \lambda \int_0^\infty dE \tanh \left( \frac{E}{2T} \right) \text{Im} \left[ \sin \theta \right]. \tag{1.12}
\]

The above equations are written in the absence of an external magnetic field. To take account of the magnetic field, it is sufficient to substitute the superconducting phase gradient in the Usadel equations by its gauge invariant form \( 2m v = \nabla \varphi + 2e \mathbf{A} \), where \( \mathbf{A} \) is the vector potential and \( \mathbf{v} \) denotes the supercurrent velocity.
Physical properties of the system can be expressed in terms of the pairing angle \( \theta(\mathbf{r}, E) \). The single-particle density of states \( \nu(\mathbf{r}, E) \) and the density of the superconducting electrons \( n(\mathbf{r}) \) are given by

\[
\nu = \nu_0 \text{Re} [\cos \theta],
\]

\[
n = \frac{2m\sigma}{e^2} \int_0^\infty dE \tanh \left( \frac{E}{2T} \right) \text{Im} [\sin^2 \theta],
\]

where \( m \) and \( e \) are the electron’s mass and the absolute value of its charge, and \( \nu_0 = m^2v/\pi^2 \) is the normal-metal density of states at the Fermi level. The total number of single-particle states in a metal is the same in the superconducting and normal states, which is expressed by the constraint

\[
\int_0^\infty dE [\nu(\mathbf{r}, E) - \nu_0] = 0.
\]

Below, it will be sufficient to consider only positive energies, \( E > 0 \).

1.2.3 Simple example: the BCS case

The simplest illustration for the above technique is the BCS case, when the order parameter \( \Delta(\mathbf{r}) = \Delta_{BCS} \) is spatially constant. Its phase can be set equal to zero, \( \varphi = 0 \). Then the Usadel equations (1.17)–(1.18) are trivially solved, and we can write the answer in terms of the sine and the cosine of the pairing angle:

\[
\sin \theta_{BCS}(E) = \frac{i\Delta_{BCS}}{\sqrt{E^2 - \Delta_{BCS}^2}},
\]

\[
\cos \theta_{BCS}(E) = \frac{E}{\sqrt{E^2 - \Delta_{BCS}^2}}.
\]

An infinitesimal term \( i\theta \) should be added to the energy \( E \) to take the retarded nature of the Green function \( \hat{\gamma} \) into account, which yields

\[
\text{Im} [\sin^2 \theta_{BCS}(E)] = \frac{\pi}{2} \Delta_{BCS} \delta(E - \Delta_{BCS}).
\]

The usual BCS relations are straightforwardly obtained from Eqs. (1.12)–(1.14) (for simplicity, we consider the case of zero temperature):

\[
\Delta_{BCS} = 2\omega_D \exp \left( -\frac{1}{\lambda} \right),
\]

\[
\nu_{BCS}(E) = \begin{cases} 0, & \text{at } E < \Delta_{BCS} \\ \nu_0 \frac{E}{\sqrt{E^2 - \Delta_{BCS}^2}}, & \text{at } E > \Delta_{BCS} \end{cases},
\]

\[
n_{BCS} = \frac{\pi m\sigma}{e^2} \Delta_{BCS}.$

The critical temperature must be determined from Eq. (1.12) with vanishing \( (T_c) \); the result is

\[
\Delta_{BCS}(0) = 1.76 T_c^{BCS}.
\]
1.3 Usadel equations for a thin bilayer

Let us consider a SN bilayer consisting of a normal metal (\(-d_N < x < 0\)) in contact (at \(x = 0\)) with a superconductor (0 < \(x < d_S\)) — see Fig. 1.1. We choose the phase \(\varphi\) of the order parameter \(\Delta\) equal to zero in the S layer. At the same time, we suppose that electron-electron interaction is absent in the normal layer: \(\lambda = 0\), hence \(\Delta = 0\), although the superconductive correlations (\(\theta \neq 0\)) exist in the N layer due to the proximity effect. The Usadel equations (1.18)–(1.21) take the form

\[
\begin{align*}
\frac{D_N}{2} \frac{\partial^2 \theta_N}{\partial x^2} + iE \sin \theta_N &= 0, \\
\frac{D_S}{2} \frac{\partial^2 \theta_S}{\partial x^2} + iE \sin \theta_S + \Delta \cos \theta_S &= 0,
\end{align*}
\]

where \(\theta_N\) and \(\theta_S\) denote the pairing angle \(\theta\) at \(x < 0\) and \(x > 0\), respectively. The boundary conditions (1.19)–(1.21) reduce to

\[
\sigma_N \frac{\partial \theta_N}{\partial x} = \sigma_S \frac{\partial \theta_S}{\partial x} = g_B \sin(\theta_S - \theta_N).
\]

We assume that the layers are thin, hence the order parameter \(\Delta\) can be regarded as constant in the superconductive layer. The standard condition that the layers are thin is obtained if we compare their thicknesses to the coherence lengths: \(d_N \ll \sqrt{D_N/\Delta_{BCS}}\) and \(d_S \ll \sqrt{D_S/\Delta_{BCS}}\). However, in the case of low interface resistance, the condition can become stronger. The thin-layers assumption will be discussed in more details in Sec. 1.3.
Equations (1.28)–(1.29) can be integrated once, yielding

\[
\frac{D_N}{4} \left( \frac{\partial \theta_N}{\partial x} \right)^2 - iE \cos \theta_N = b_N, \tag{1.26}
\]

\[
\frac{D_S}{4} \left( \frac{\partial \theta_S}{\partial x} \right)^2 - iE \cos \theta_S + \Delta \sin \theta_S = b_S. \tag{1.27}
\]

The functions \(b_N(E)\) and \(b_S(E)\) are determined from the boundary condition \(\partial \theta / \partial x = 0\) at the nontransparent outer surfaces of the bilayer, which give

\[
b_N(E) = -iE \cos \theta_N(-d_N, E),
\]

\[
b_S(E) = -iE \cos \theta_S(d_S, E) + \Delta \sin \theta_S(d_S, E). \tag{1.28}
\]

Let us denote \(\theta_N(E) = \theta_N(-d_N, E), \theta_S(E) = \theta_S(d_S, E)\). Due to small thickness of the layers, the functions \(\theta_N(x, E)\) and \(\theta_S(x, E)\) are nearly spatially constant. However, in order to determine them, we should take account of their weak spatial dependence and make use of the boundary conditions at the SN interface. Substituting

\[
\theta_N(x, E) = \theta_N(E) + \delta \theta_N(x, E),
\]

\[
\theta_S(x, E) = \theta_S(E) + \delta \theta_S(x, E) \tag{1.29}
\]

into Eqs. (1.28)–(1.29) and linearizing them with respect to \(|\delta \theta_N(x, E)|, |\delta \theta_S(x, E)| \ll 1\), we find the solution. Finally, the boundary conditions at the SN interface lead to

\[
-\tau_N E \sin \theta_N(E) = i\tau_S E \sin \theta_S(E) + \tau_S \Delta \cos \theta_S(E) = \sin \left[ \theta_S(E) - \theta_N(E) \right], \tag{1.30}
\]

where we have denoted

\[
\tau_N = \frac{2\sigma_N d_N}{D_N g_B}, \quad \tau_S = \frac{2\sigma_S d_S}{D_S g_B}. \tag{1.31}
\]

Physically, \(\tau_N\) and \(\tau_S\) are the escape times from the respective layers (see Appendix A). Using the definition of the interface resistance per channel \(\Omega\), we can represent these quantities as

\[
\tau_N = \frac{2\pi \nu_N d_N}{v_S^2 \rho_B}, \quad \tau_S = \frac{2\pi \nu_S d_S}{v_S^2 \rho_B}, \tag{1.32}
\]

with \(\nu_N\) and \(\nu_S\) being the Fermi velocities in the N and S layers. The ratio \(\tau_N/\tau_S = \nu_N d_N/\nu_S d_S\), which is independent of the interface properties, can also be interpreted as the ratio of the total densities of states (per energy interval) in the two layers:

\[
\frac{\tau_N}{\tau_S} = \frac{A d_N \nu_N}{A d_S \nu_S}. \tag{1.33}
\]

Having solved the boundary conditions (1.30), we can determine all equilibrium properties of the system (because knowledge of \(\theta_S, \theta_N\) implies knowledge of the retarded Green function \(\hat{g}\)).
A useful representation of the boundary conditions (1.30) is obtained as follows. Excluding \( \theta_N(E) \) from Eq. (1.30), we arrive at a single equation for the function \( \theta_S(E) \), which can be written, in terms of \( Z = \exp(i \theta_S) \), as a polynomial equation

\[
iC_6 Z^6 + C_5 Z^5 + iC_4 Z^4 + C_3 Z^3 + iC_2 Z^2 + C_1 Z + iC_0 = 0 \quad (1.34)
\]

with real coefficients

\[
C_6 = -\tau_N E \left( \frac{\tau_S}{\tau_N} \right)^2 \left[ 1 + \frac{\Delta}{E} \right]^2,
\]

\[
C_5 = \left[ 1 - (\tau_N E)^2 \right] \left( \frac{\tau_S}{\tau_N} \right)^2 \left[ 1 + \frac{\Delta}{E} \right]^2 - 1,
\]

\[
C_4 = -\tau_N E \left( \frac{\tau_S}{\tau_N} \right)^2 \left[ 3 \left( \frac{\Delta}{E} \right)^2 + 2 \frac{\Delta}{E} - 1 \right],
\]

\[
C_3 = 2 - 2 \left[ 1 - (\tau_N E)^2 \right] \left( \frac{\tau_S}{\tau_N} \right)^2 \left[ 1 - \left( \frac{\Delta}{E} \right)^2 \right],
\]

\[
C_2 = -\tau_N E \left( \frac{\tau_S}{\tau_N} \right)^2 \left[ 3 \left( \frac{\Delta}{E} \right)^2 - 2 \frac{\Delta}{E} - 1 \right],
\]

\[
C_1 = \left[ 1 - (\tau_N E)^2 \right] \left( \frac{\tau_S}{\tau_N} \right)^2 \left[ 1 - \frac{\Delta}{E} \right]^2 - 1,
\]

\[
C_0 = -\tau_N E \left( \frac{\tau_S}{\tau_N} \right)^2 \left[ 1 - \frac{\Delta}{E} \right]^2. \quad (1.35)
\]

During further analysis, the choice between the boundary conditions in the forms (1.30) and (1.31) will be a matter of convenience.

### 1.3.1 Numerical results

The solution of Eq. (1.34) can be found numerically. To this end, we solve the system of two nonlinear equations for the functions \( \text{Re} Z(E) \) and \( \text{Im} Z(E) \), using the modified Newton method with normalization.

The solution depends on the bilayer’s parameters: the thicknesses of the layers, characteristics of materials constituting the bilayer, and the quality of the SN interface. This dependence enters Eqs. (1.34), (1.35) via \( \tau_N \) and \( \tau_S \). For numerical calculations, we assume the characteristics of the bilayer to be the same as in the experiment by Kasumov et al. [2] The superconductive layer is made of tantalum, \( d_S = 5 \) nm, and the normal layer is made of gold, \( d_N = 100 \) nm. Approximate experimental values of the conductivities are [10] \( \sigma_S = 0.01 \mu\Omega^{-1}\text{cm}^{-1} \) and \( \sigma_N = 1 \mu\Omega^{-1}\text{cm}^{-1} \).

In order to calculate the Fermi characteristics of tantalum and gold, we use the values of the Fermi energy \( E_F(Ta) = 11 \) eV, \( E_F(Au) = 5.5 \) eV, and the free-electrons model.\(^1\)

\(^1\)Certainly, the free-electron model does not describe the details of the electronic structure of tantalum. However, this simplified model is used in the very derivation of the Usadel equation. Also, we do not expect drastic dependence of our results on the Fermi characteristics. To check this,
Figure 1.2: Dependence of the order parameter in the S layer $\Delta_s$ of the superconducting electrons’ density in the S layer $n_S$ at zero temperature, and of the bilayer’s critical temperature $T_c$ on the interface resistance per channel $\rho_B$. All the quantities are normalized by the corresponding BCS values. The discrepancy between the curves implies a violation of the BCS relations between $\Delta_s$, $n_S$, and $T_c$. The choice of the bilayer’s parameters correspond to the experiment [2], so that $\tau_S \Delta_{BCS} = 0.016 \rho_B$, $\tau_N \Delta_{BCS} = 0.23 \rho_B$. 

Figure 1.3: Zoomed part of Fig. 1.2. In the shown range of relatively small resistance $\rho_B$, the BCS relations between $\Delta$, $n_S$, and $T_c$ are severely violated. The upper and lower graphs differ only in the scaling of the ordinate axis (normal and logarithmic, respectively).
Figure 1.4: Temperature dependence of $\Delta$ and $n_S$ at $\rho_B = 90$ and 110. The temperature is normalized by the critical value $T_c$, which depends on $\rho_B$; $\Delta$ and $n_S$ are normalized by their zero-temperature values. The choice of the bilayer’s parameters implies the relations $\tau_S \Delta_{BCS} = 0.016 \rho_B$, $\tau_N \Delta_{BCS} = 0.23 \rho_B$. For comparison, the same dependence is also plotted for the BCS case.
As a result, we obtain the relations $\tau_S \Delta_{BCS} = 0.016 \rho_B$, $\tau_N \Delta_{BCS} = 0.23 \rho_B$ (so that $\tau_N / \tau_S \approx 14$), after which the solution of Eq. (1.31) depends only on the interface resistance $\rho_B$. Having found the function $Z(E)$ [which is equivalent to finding $\theta_S(E)$], we start from the case of zero temperature, $T = 0$, and study the dependence of the order parameter $\Delta$ and of the superconducting electrons’ density in the S layer $n_S$ [Eqs. (1.2), (1.3)] on $\rho_B$. The results are plotted in Fig. 1.2 where we also show the $\rho_B$-dependence of the critical temperature $T_c$, determined by the formula of Ref. [1].

The suppression of $\Delta$, $n_S$, and $T_c$, in comparison to their BCS values in the S layer, is a natural consequence of proximity to the normal metal. At the same time, there is a possibility of BCS-like behavior, which implies the BCS relations between the suppressed quantities and the coincidence of the three curves plotted in Fig. 1.2. However, the curves split, and the difference between them is largest for relatively small values of $\rho_B$. Figure 1.3 presents the range $80 < \rho_B < 150$ on a larger scale.

Figure 1.4 shows the temperature dependence of the order parameter $\Delta$ and of the superconducting electrons’ density in the S layer $n_S$. Although the smaller $\rho_B$ the further it is from the BCS limit (corresponding to $\rho_B \to \infty$), we observe that at $\rho_B = 90$ the curves are closer to the BCS behavior than at $\rho_B = 110$. An explanation of this feature is given in Sec. 1.5.

The DoS in the thin SN bilayer was studied by McMillan [12] and Golubov [13]. They demonstrated that (in the case of thin S layer) there is a minigap $E_g$ that is much smaller than $\Delta_{BCS}$ (in the case of a bulk superconductor and the perfect interface, the minigap was found in Ref. [14]). The gap in the DoS is a property of the bilayer as a whole and does not depend on the coordinate, while the energy dependence of the DoS is different in the S and N layers. The results of the self-consistent calculation of the minigap versus the interface resistance are shown in Fig. 1.5.

The minigap is nonmonotonic, and this fact is already contained in the results of McMillan [12], who obtained

$$E_g = \frac{\tau_S}{\tau_N + \tau_S} \Delta$$

at $\frac{\tau_S \tau_N \Delta}{\tau_S + \tau_N} \ll 1$, \hspace{1cm} (1.36)

$$E_g = \frac{1}{\tau_N}$$

at $\frac{\tau_S \tau_N \Delta}{\tau_S + \tau_N} \gg 1$. \hspace{1cm} (1.37)

Formula (1.36) does not determine the dependence of $E_g$ on the interface resistance self-consistently; however, if we know that $\Delta$ is suppressed as the interface resistance is lowered, then we can conclude that the gap decreases with decreasing $\rho_B$ in the corresponding range. At the same time, formula (1.37) explicitly contains (according to the definition of $\tau_N$) the inverse $\rho_B$-dependence. Therefore, $E_g$ reaches a maximum at an intermediate $\rho_B$ corresponding to $\tau_S \tau_N \Delta / (\tau_S + \tau_N) \sim 1$, which yields $\rho_B \sim 140$. This estimate agrees with the numerical results [see Fig. 1.5].

we have reproduced all the calculations with slightly different (within 10-15%) values of the Fermi energies, and found that the changes in the results amount to, roughly speaking, a rescaling of the interface resistance $\rho_B$ within 10%. 


Figure 1.5: Minigap $E_g$ in the single-particle density of states versus $\rho_B$. The minigap is normalized by the BCS gap value $\Delta_{BCS}$. $E_g$ is a nonmonotonic function of $\rho_B$, reaching its maximum at $\rho_B = 160$. The inset shows $E_g(\rho_B)$ on a wider (logarithmic) scale over $\rho_B$. The choice of the bilayer’s parameters implies the relations $\tau_S \Delta_{BCS} = 0.016 \rho_B, \tau_N \Delta_{BCS} = 0.23 \rho_B$.

1.4 Anderson limit

In the limit of relatively low interface resistance (following McMillan [12], we call it the Anderson limit), the theory describing the bilayer can be developed analytically. The condition defining this limit is $\tau_S \Delta, \tau_N \Delta \ll 1$.

Previously, $T_c$ was calculated in this limit [12] [11] [13], and the relation (1.35) between the minigap and the order parameter in the S layer $\Delta$ was found, as well as the expression for the DoS that has the standard BCS form with the gap $E_g$ was obtained [12]. At the same time, the relation between $E_g$ (or $\Delta$) and the order parameter of the isolated S layer $\Delta_{BCS}$ was not found. Below we find the minigap and other superconductive characteristics of the bilayer as functions of the interface resistance.

First of all, we need to determine $\theta(E)$ [or $Z(E)$] solving Eq. (1.30) [or Eq. (1.34)] over the entire range of energies $E$.

In the region $E > \Delta$, the solution of Eq. (1.34) can be written as $Z = 1 + \delta Z$, with $|\delta Z| \ll 1$. Keeping terms up to the second order in $\delta Z$, we obtain

$$\delta Z = -\frac{\Delta (1 - i \tau_N E)}{E \left( \frac{\tau_S + \tau_N}{\tau_S} - i \tau_N E \right)}.$$  \hspace{1cm} (1.38)

This result is valid for arbitrary values of $\rho_B$. 

\[\Box\]
At $E < \Delta$, the same calculation as for the minigap \(1.36\) leads to the result
\[
\sin \theta_S = \sin \theta_N = \frac{iE_g}{\sqrt{E^2 - E_g^2}},
\]
with the minigap $E_g$ given by Eq. \(1.36\). [To avoid confusion, we note that under the less strict limitations for $\tau_S\Delta$, $\tau_N\Delta$ used in Eq. \(1.36\), the BCS-like result \(1.39\) is valid only up to energies of the order of $E_g$.]

Now $\text{Im} \left[ \sin \theta_S \right]$ is readily calculated, and in the case of zero temperature, $\Delta$ can be found from the self-consistency equation \(1.12\), then the relation \(1.30\) yields a formula for $E_g$. In the limit of the perfect interface (the Cooper limit), which is determined by the condition $\tau_S\tau_N\omega_D/(\tau_S + \tau_N) \ll 1$, we reproduce the classical result of Cooper and de Gennes \[1, 2]:
\[
E_g(\rho_B \rightarrow 0) = 2\omega_D \exp \left( -\frac{1}{\langle \lambda \rangle} \right),
\]
with the effective pairing constant
\[
\langle \lambda \rangle = \frac{\tau_S}{\tau_S + \tau_N} \lambda.
\]
If the interface is imperfect, $\tau_S\tau_N\omega_D/(\tau_S + \tau_N) \gg 1$, then the condition of the Anderson limit nevertheless determines a wide range of the interface resistances, where we obtain
\[
\frac{E_g}{\Delta_{\text{BCS}}} = \left[ \frac{\tau_S\tau_N\Delta_{\text{BCS}}}{2(\tau_S + \tau_N)} \right]^{\tau_N/\tau_S}.
\]
We emphasize that the Anderson limit does not reduce to the Cooper limit with small corrections. On the contrary, due to the relation $\Delta \ll \omega_D$, the Cooper limit’s condition is not satisfied over the most part of the Anderson limit’s validity range; therefore, the minigap $E_g$ and the quantities calculated below differ drastically from the Cooper limit expressions.

Now we proceed to calculate the density of the superconducting electrons in the S layer $n_S$. The main contribution to the integral \(1.14\) that determines $n_S$, comes from the vicinity of $E_g$. Inserting the infinitesimal imaginary part of the energy into Eq. \(1.39\), we obtain
\[
\text{Im} [\sin^2 \theta_S] = \frac{\pi}{2} E_g \delta(E - E_g),
\]
which immediately yields the density of the superconducting electrons $n_S$ at zero temperature:
\[
\frac{n_S}{n_{S_{\text{BCS}}}} = \frac{E_g}{\Delta_{\text{BCS}}},
\]
where $E_g$ is given by Eq. \(1.12\).

The critical temperature $T_c$ of the bilayer in the Anderson limit [at $\tau_S + \tau_N]/\tau_S\tau_N \gg T_c$] was found by Khussainov \[11\]. Employing our result \(1.12\) for the minigap, we obtain the following relation:
\[
\frac{T_c}{T_{c_{\text{BCS}}}} = \frac{E_g}{\Delta_{\text{BCS}}}.
\]
Now we can discuss the general structure of the theory describing the bilayer in the Anderson limit. In the limit $\rho_B \to 0$, our results for the pairing angle $\theta$ (which is constant over the entire bilayer, $\theta \equiv \theta_S = \theta_N$) yield expressions which can be obtained from the BCS ones (1.16)–(1.18) if we substitute the BCS order parameter $\Delta_{BCS}$ by the bilayer’s minigap $E_g$. At $\rho_B > 0$, corrections to this simple result are small while the Anderson limit’s conditions are satisfied. Therefore, we obtain a BCS-type theory with $E_g$ substituting $\Delta_{BCS}$ in all formulas.

The results of this section immediately explain the numerical results in the limit of relatively small $\rho_B$, shown in Fig. 1.3A. As we have found, the Anderson limit implies the following relations between the quantities under discussion:

$$E_g = 1.76 T_c, \quad n_S = \pi \frac{m\sigma_s}{e^2} E_g,$$

which substitute Eqs. (1.22) and (1.24). For the Ta/Au bilayer to which the numerical results refer, the Anderson limit is valid at $\rho_B < 80$ (we see that the values of $\rho_B$ can be large although they are relatively small). Therefore, approaching $\rho_B = 80$, the curves $n_S/n_{BCS}^{\rho_B}$ and $T_c/T_c^{\rho_B}$ tend to coincide, while $\Delta/\Delta_{BCS}$ exceeds them by the large factor $(\tau_S + \tau_N)/\tau_S \approx 15$.

The temperature dependence of $\Delta$ and $n_S$, shown in Fig. 1.4, is quite different at $\rho_B = 90$ and $\rho_B = 110$; at $\rho_B = 90$, the curves are much closer to the BCS behavior. This is also explained by approaching the Anderson limit, where the curves coincide with the BCS ones.

According to McMillan’s results [12], the DoS in the S and N layers coincide in the Anderson limit (this also follows from Eq. (1.69)), having a BCS-like square-root singularity at $E = E_g$.

Over the whole range of the Anderson limit (including the region $\tau_S \tau_N \omega_D/(\tau_S + \tau_N) \sim 1$, where the crossover to the Cooper limit takes place), we obtain the result

$$\frac{E_g}{\Delta_{BCS}} = \left[ \frac{\Delta_{BCS}}{2\omega_D} \sqrt{1 + \frac{\tau_S \tau_N \omega_D}{\tau_S + \tau_N}} \right]^{\tau_N/\tau_S},$$

which reproduces Eq. (1.42) at $\tau_S \tau_N \omega_D/(\tau_S + \tau_N) \gg 1$ and the Cooper – de Gennes result (1.40) at $\tau_S \tau_N \omega_D/(\tau_S + \tau_N) \ll 1$. In the crossover region $\tau_S \tau_N \omega_D/(\tau_S + \tau_N) \sim 1$ this formula should be considered as an interpolation, because the Debye energy $\omega_D$ only determines the order of magnitude for the cutoff energy in the BCS theory.

A similar calculation for other superconductive characteristics shows that the relations (1.43)–(1.47) between them and the minigap (1.48) are valid over the whole Anderson limit.

### 1.5 Parallel critical field

We proceed to calculate the critical magnetic field $H_c$ directed along the plane of the bilayer. As it was mentioned in Sec. 1.2.2 in the presence of an external magnetic
field, the superconducting phase gradient in the Usadel equations (1.47)–(1.51) must be substituted by its gauge invariant form, which can be expressed via the supercurrent velocity \( \mathbf{v} \). The spatial distribution of \( \mathbf{v} \) in the bilayer can be found as follows.

Let us direct the \( y \) axis along the magnetic field \( \mathbf{H} \). The supercurrents \( \mathbf{j} = -en\mathbf{v} \) are directed along the bilayer and perpendicularly to \( \mathbf{H} \), i.e., \( \mathbf{j} = (0, 0, j(x)) \) and \( \mathbf{v} = (0, 0, v(x)) \). Near \( H_c \), the magnetic field inside the bilayer is uniform, so the vector potential can be chosen as \( \mathbf{A} = (0, 0, -xH) \). The supercurrent velocity distribution is determined by the equation \( \nabla \times \mathbf{v} = e\mathbf{H}/m \). Another essential point is the continuity of \( \mathbf{v} \) at the SN interface, which follows from the continuity of the superconducting phase \( \varphi \) [see the boundary condition (1.11)]. The result is

\[
v(x) = v_0 - \frac{eH}{m}x,
\]

(1.49)

where \( v_0 \) is the supercurrent velocity at the interface, which must be determined from the condition that the total charge transfer across the bilayer’s cross-section is zero:

\[
\int_{-d_N}^{d_S} j(x) \, dx = 0,
\]

(1.50)

leading to

\[
v_0 = \left( \frac{eH}{2m} \right) \frac{n_{sd}d_s^2 - n_{nd}d_n^2}{n_{sd} + n_{nd}d_n}.
\]

(1.51)

The density of the superconducting electrons is constant in each layer \( (n_S \) and \( n_N \)).

Near \( H_c \), the superconducting correlations are small, \( |\theta| \ll 1 \), and the Usadel equation (1.47) for the pairing angle \( \theta(x, E) \) can be linearized:

\[
\frac{D_N}{2} \frac{\partial^2 \theta_N}{\partial x^2} + (iE - 2m^2D_N \mathbf{v}^2) \theta_N = 0,
\]

(1.52)

\[
\frac{D_S}{2} \frac{\partial^2 \theta_S}{\partial x^2} + (iE - 2m^2D_S \mathbf{v}^2) \theta_S + |\Delta| = 0.
\]

(1.53)

At the same time, the second Usadel equation (1.53) is trivial: its l.h.s. is proportional to

\[
\nabla \left( \sin^2 \theta \, \mathbf{v} \right) = \sin 2\theta \, \nabla \theta \, \mathbf{v} + \sin^2 \theta \, \nabla \mathbf{v},
\]

(1.54)

where both terms vanish due to the fact that \( \nabla \theta \) is directed along the \( x \) axis whereas \( \mathbf{v} \) is parallel to the \( z \) axis.

The pairing angle \( \theta \) is almost spatially constant in each layer; this allows us to average each of Eqs. (1.52)–(1.53) over the thickness of the corresponding layer, obtaining

\[
\frac{\partial \theta_N}{\partial x} \bigg|_{x=0} = \frac{2d_N}{D_N} (E_N - iE) \theta_N,
\]

(1.55)

\[
\frac{\partial \theta_S}{\partial x} \bigg|_{x=0} = \frac{2d_S}{D_S} [(iE - E_S) \theta_S + |\Delta|],
\]

(1.56)

where

\[
E_N = 2m^2D_N \langle \mathbf{v}^2(x) \rangle_N, \quad E_S = 2m^2D_S \langle \mathbf{v}^2(x) \rangle_S.
\]

(1.57)
are $H$-dependent energies. Using Eqs. (1.39), (1.51), we express them via $H_c$ and the
densities of the superconducting electrons:

$$E_S = \frac{D_S e^2 H_c^2}{6} \left[ \frac{d_S^2 + 3d_N^2}{n_S^2 (d_S + d_N)^2} \right],$$  (1.58)

and $E_N$ is obtained by the interchange of all the $S$ and $N$ indices.

Substituting (1.55)–(1.58) into the boundary conditions (1.25) (which should be
linearized), we find

$$\theta_N = \frac{\tau_S |\Delta|}{\tau_S E_S + \tau_N E_N + \tau_{STN} E_S E_N - \tau_{STN} E^2 - iE [\tau_S + \tau_N + \tau_{STN} (E_S + E_N)]},$$

$$\theta_S = (1 + \tau_N E_N - i\tau_N E) \theta_N.$$  (1.59)

The order parameter $\Delta$ cancels out from the self-consistency equation (1.12). However,
the resulting equation alone does not suffice for determining $H_c(T)$ because it
contains $E_S$ and $E_N$, which are functions of $n_N/n_S$. Therefore, to obtain a closed
system, we must consider the self-consistency equation together with the equation
determining the ratio $n_N/n_S$; the latter equation is obtained from Eq. (1.11). The
resulting system of two nonlinear equations for the quantities $H_c$ and $n_N/n_S$ is

$$\ln \frac{2\omega_D}{\Delta_{BCS}} = \int_0^{\omega_D} dE \tanh \left( \frac{E}{2T} \right) \frac{\mathrm{Im} \theta_S}{|\Delta|},$$  (1.60)

$$\frac{n_N}{n_S} = \frac{\sigma_N}{\sigma_S} \int_0^{\infty} dE \tanh \left( \frac{E}{2T} \right) \frac{\mathrm{Im} \theta_S^2}{\mathrm{Im} \theta_N^2},$$  (1.61)

with $\theta_N$ and $\theta_S$ given by Eqs. (1.39). The first equation of the system, Eq. (1.60),
can be written via the digamma functions, thus taking exactly the same form as Eq.
(1.55) below (which determines the perpendicular upper critical field) if we denote
$\mathcal{E}_S = E_S + 1/\tau_S, \mathcal{E}_N = E_N + 1/\tau_N$.

In the limit $\rho_B \to \infty$, Eqs. (1.59)–(1.61) lead to the BCS result. In this case, the
layers uncouple, the density of the superconducting electrons in the N layer vanishes,
$n_N/n_S \to 0$, and Eq. (1.61) finally yields

$$\ln \frac{T_c^{BCS}}{T} = \psi \left( 1 + \frac{D_S [eH_c^{BCS} d_s]^2}{12\pi T} \right) - \psi \left( \frac{1}{2} \right),$$  (1.62)

which determines the parallel critical field $H_c^{BCS}(T)$ of a thin superconducting film.

The system of equations (1.60)–(1.61) can be solved numerically at arbitrary
values of the temperature $T$ and the interface resistance $\rho_B$; the results for $H_c$
are presented in Figs. (1.6) (1.7).

A remarkable feature of the function $H_c(\rho_B)$ at zero temperature (Fig. (1.6) is
the steep behavior of $H_c$ at $\rho_B = 120-123$. This feature is due to rearrangement
of the supercurrents inside the bilayer, which occurs in the following way. The super-
current velocity changes across the thickness of the bilayer according to the simple
Figure 1.6: Parallel critical field $H_c$, normalized by the BCS value, versus $\rho_B$ at zero temperature. The upper and lower graphs differ only in the scaling of the ordinate axis (normal and logarithmic, respectively). The nature of the steep behavior of $H_c$ at $\rho_B = 120-123$, which is best seen from the lower graph, is explained in the text. The inset shows $H_c(\rho_B)$ on a wider scale over $\rho_B$. The choice of the bilayer’s parameters implies the relations $\tau_S \Delta_{BCS} = 0.016 \rho_B$, $\tau_N \Delta_{BCS} = 0.23 \rho_B$. 
Figure 1.7: Temperature dependence of the parallel critical field $H_c$ at $\rho_B = 121.2$. The experimental value of $H_c(0)$, analyzed with the use of the results shown in Fig. 1.6 suggests that this value of $\rho_B$ corresponds to the experiment by Kasumov et al. [2]. The critical field is normalized by its zero-temperature value, and the temperature is normalized by the corresponding $T_c$. The choice of the bilayer’s parameters implies the relations $\tau_S \Delta_{BCS} = 0.016 \rho_B$, $\tau_N \Delta_{BCS} = 0.23 \rho_B$. For comparison, the same dependence is plotted for the BCS case.

Figure 1.8: Position of the stationary point $x_0$ of the supercurrent distribution versus $\rho_B$ at zero temperature. The coordinate $x_0$ is normalized by the S layer thickness $d_S$. The fast shift in $x_0$ from the center of the S layer at large $\rho_B$ to (nearly) the center of the N layer at small $\rho_B$ corresponds to the steep drop in $H_c$, shown in Fig. 1.6.
linear law (1.49). This supercurrent distribution may be characterized by the position of the stationary point \( x_0 \), where the supercurrent velocity is zero: \( v(x_0) = 0 \), hence \( x_0 = mv_0/eH \). At large values of the interface resistance \( \rho_B \), the density of the superconducting electrons in the N layer is very small, \( n_N/n_S \ll 1 \), and the supercurrents circulate only in the S part of the system; this case corresponds to

\[
x_0 = \frac{d_S}{2}.
\]

(1.63)

Then, while decreasing \( \rho_B \), a shift in \( x_0 \) occurs. Now the supercurrents in the S layer are not compensated (in the sense of the charge transfer); therefore, they must be compensated by the supercurrents in the N layer, which are enhanced due to significant increase in \( n_N \). This situation corresponds to the beginning of the drop in \( H_c \). The ratio of the superconducting electrons’ densities grows rapidly, approaching the Anderson limit value \( n_N/n_S = \sigma_N/\sigma_S \) (see Sec. 1.5.1 below); simultaneously, \( x_0 \) tends to

\[
x_0 = \frac{\sigma_S d_S^2 - \sigma_N d_N^2}{2(\sigma_S d_S + \sigma_N d_N)}.
\]

(1.64)

and the steep drop in \( H_c \) finishes. For the bilayer to which the numerical results refer, \( d_S \ll d_N \) and \( \sigma_S \ll \sigma_N \), hence Eq. (1.64) yields \( x_0 \approx -d_N/2 \).

This scenario is illustrated by Fig. 1.8, which has been obtained numerically.

The analytical solution of Eqs. (1.60)–(1.61) at zero temperature in the Anderson limit is presented below.

1.5.1 \( H_c \) at zero temperature in the Anderson limit

In the zero-temperature Anderson limit (defined by the conditions \( \tau_S E_S, \tau_N E_N \ll 1 \)), the ratio of the superconducting electrons’ densities (1.61) becomes independent of the magnetic field, \( n_N/n_S = \sigma_N/\sigma_S \), and the self-consistency equation (1.60) yields

\[
\frac{\tau_S E_S + \tau_N E_N}{\tau_S + \tau_N} = \frac{\Delta_{BCS}}{2} \left[ \frac{\Delta_{BCS}}{2\omega_D} \sqrt{1 + \left( \frac{\tau_S \tau_N \omega_D}{\tau_S + \tau_N} \right)^2} \right]^{\tau_N/\tau_S},
\]

(1.65)

which determines \( H_c \) (at \( \tau_S \tau_N \omega_D/(\tau_S + \tau_N) \approx 1 \) this formula should be considered as an interpolation — see the discussion in the end of Sec. 1.4). This result can be compared to the BCS case, which corresponds to the limit \( \rho_B \to \infty \). In this case, the density of the superconducting electrons in the N layer vanishes, \( n_N/n_S \to 0 \), and the self-consistency equation yields

\[
E_{SBCS} = \frac{\Delta_{BCS}}{2},
\]

(1.66)

where \( E_{SBCS} \) is given by Eq. (1.58) with \( n_N = 0 \). Finally, we reproduce the result of Maki (13):

\[
H_{cBCS} = \frac{\sqrt{3} \Phi_0}{\pi \xi_{BCS} d_S}, \quad \xi_{BCS} = \sqrt{\frac{D_S}{\Delta_{BCS}}},
\]

(1.67)
where $\Phi_0 = \pi/e$ is the flux quantum, and $\xi_{\text{BCS}}$ is the correlation length in the dirty limit.

Remarking that the r.h.s. of Eq. \eqref{eq:order_parameter} is identical to $E_g/2$ with the minigap $E_g$ given by Eq. \eqref{eq:minigap}, we see that equation \eqref{eq:order_parameter}, determining the parallel critical field of the bilayer in the Anderson limit, is obtained from the BCS equation \eqref{eq:bcs_equation} if we substitute the order parameter $\Delta_{\text{BCS}}$ by the minigap $E_g$ (in accordance with the results of Sec. \ref{sec:htd} and the $H$-dependent energy $E^{\text{BCS}}$ by the corresponding averaged quantity $(\tau_S E_S + \tau_N E_N) / (\tau_S + \tau_N)$).

The explicit result for the parallel critical field of the bilayer, obtained from Eq. \eqref{eq:order_parameter}, can be cast into a BCS-like form:

$$H_c = \frac{\sqrt{\pi} \Phi_0}{\pi \xi_{\text{eff}}}$$

The bilayer’s correlation length $\xi$ is the characteristic space scale on which the order parameter (or the pairing angle $\theta$, or the Green function) varies in the absence of the magnetic field. In the Anderson limit (under discussion), the explicit formula for $\xi$ is a natural generalization of the BCS expression [see Eq. \eqref{eq:bcs_correlation}] which implies that $D_S$ must be substituted by the averaged diffusion constant $\langle D \rangle$ and $\Delta_{\text{BCS}}$ must be substituted [in accordance with the results of Sec. \ref{sec:htd}] by the bilayer’s characteristic energy scale, the minigap $E_g$ [Eq. \eqref{eq:minigap}]:

$$\xi = \sqrt{\langle D \rangle / E_g}, \quad \langle D \rangle = \frac{\tau S D_S + \tau N D_N}{\tau S + \tau N}.$$  \hfill (1.69)

The effective thickness of the bilayer in Eq. \eqref{eq:bcs_equation} is

$$d_{\text{eff}} = \frac{\sqrt{(\sigma_S d_S + \sigma_N d_N)(\sigma_S d_S^3 + \sigma_N d_N^3) + 3\sigma_S \sigma_N d_S d_N (d_S + d_N)^2}}{\sigma_S d_S + \sigma_N d_N}.$$  \hfill (1.70)

In the case of equal conductivities, $\sigma_S = \sigma_N$, the effective thickness is simply the geometrical one: $d_{\text{eff}} = d_S + d_N$. This case corresponds to a uniform density of the superconducting electrons, $n_S = n_N$, which implies a continuous distribution of the supercurrents, centered at the middle of the bilayer [this can also be seen from Eq. \eqref{eq:order_parameter} which yields $\sigma_0 = (d_S - d_N)/2$ in the case $\sigma_S = \sigma_N$]. However, in a more subtle situation when the conductivities are different, the density of the supercurrent experiences a jump at the SN interface; this nontrivial supercurrent distribution results in the nonequivalence of $d_{\text{eff}}$ to the geometrical thickness of the bilayer.

### 1.6 Perpendicular upper critical field

Now we turn to calculating the upper critical field $H_{c2}$ perpendicular to the plane of the bilayer.

As in the case of the parallel critical field, we start with discussing the supercurrent distribution, which is now a function of the sample boundaries in the $yz$ plane,
perpendicular to the magnetic field \( \mathbf{H} \) (the magnetic field is directed along the \( x \) axis). The infinite bilayer under consideration can be thought of as a disk of a large radius; let us assume \( y = 0, z = 0 \) at the axis of the disk. Then the supercurrent distribution is axially symmetric, and, with the gauge chosen as \( \mathbf{A} = \frac{\mathbf{H} r}{2} \), the superconducting phase must be constant, \( \varphi = 0 \), which yields a simple result for the supercurrent velocity: \( \mathbf{v} = c \mathbf{A} / m \).

Near \( H_{c2} \), the superconducting correlations are small, \( |\theta| \ll 1 \), and the Usadel equations can be linearized:

\[
-\frac{D}{2} (i \nabla + 2 e \mathbf{A})^2 \theta + i E \theta + \Delta = 0, \tag{1.71}
\]

\[
\mathbf{A} \nabla \theta = 0. \tag{1.72}
\]

The second of these equations is trivially satisfied because \( \theta(\mathbf{r}) \) is axially symmetric.

Thus, the Usadel equations reduce to the single Eq. (1.71) for the pairing angle \( \theta(\mathbf{r}, E) \). Introducing the cylindrical coordinates \( \mathbf{r} \rightarrow (x, \rho) \) and denoting \( \mathbf{P} = -i \nabla_{\rho} + 2 e \mathbf{A}(\rho) \), we rewrite this equation as

\[
\frac{D_N}{2} \frac{\partial^2 \theta_N}{\partial x^2} - \frac{D_N}{2} \mathbf{P}^2 \theta_N + i E \theta_N = 0, \tag{1.73}
\]

\[
\frac{D_S}{2} \frac{\partial^2 \theta_S}{\partial x^2} - \frac{D_S}{2} \mathbf{P}^2 \theta_S + i E \theta_S + \Delta = 0. \tag{1.74}
\]

We cannot solve these equations straightforwardly because near the upper critical field, the order parameter \( \Delta(\rho) \) is a nontrivial unknown function of the in-plane coordinate \( \rho \) (while the \( x \)-dependence is absent due to the small thickness of the bilayer). In this situation, we employ the following approach.

Averaging each of Eqs. (1.73)–(1.74) over the thickness of the corresponding layer, we obtain

\[
\frac{\partial \theta_N}{\partial x} \bigg|_{x=0} = \frac{2d_N}{D_N} \left( \frac{D_N}{2} \mathbf{P}^2 \theta_N - i E \theta_N \right), \tag{1.75}
\]

\[
\frac{\partial \theta_S}{\partial x} \bigg|_{x=0} = \frac{2d_S}{D_S} \left( - \frac{D_S}{2} \mathbf{P}^2 \theta_S + i E \theta_S + \Delta \right). \tag{1.76}
\]

The averaged pairing angles entering the r.h.s. of Eqs. (1.75)–(1.76) are

\[
\theta_N(\rho, E) = \frac{1}{d_N} \int_{-d_N}^{0} dx \theta_N(x, \rho, E), \tag{1.77}
\]

\[
\theta_S(\rho, E) = \frac{1}{d_S} \int_{0}^{d_S} dx \theta_S(x, \rho, E). \tag{1.78}
\]

Substituting Eqs. (1.75)–(1.76) into the boundary conditions (1.76) (which should be linearized), we obtain a system of two differential equations for the function \( \theta(\rho, E) \):

\[
\tau_N \left( \frac{D_N}{2} \mathbf{P}^2 \theta_N - i E \theta_N \right) = \tau_S \left( - \frac{D_S}{2} \mathbf{P}^2 \theta_S + i E \theta_S + \Delta \right) = \theta_S - \theta_N. \tag{1.79}
\]
From the vicinity of the superconductive transition it follows that the pairing angle $\theta$ depends on the order parameter $\Delta$ linearly:

$$
\theta_N(p, E) = \frac{\Delta(p)}{\alpha_N(E)},
$$

(1.80)

$$
\theta_S(p, E) = \frac{\Delta(p)}{\alpha_S(E)},
$$

(1.81)

where the functions $\alpha_N(E)$ and $\alpha_S(E)$ are spatially independent. Then Eqs. (1.79) can be rewritten as

$$
\frac{D_N}{2} \overline{p}^2 \Delta(p) = \left[ iE + \frac{1}{\tau_N} \left( \frac{\alpha_N(E)}{\alpha_S(E)} - 1 \right) \right] \Delta(p),
$$

(1.82)

$$
\frac{D_S}{2} \overline{p}^2 \Delta(p) = \left[ iE + \frac{1}{\tau_S} \left( \frac{\alpha_S(E)}{\alpha_N(E)} - 1 \right) + \alpha_S(E) \right] \Delta(p).
$$

(1.83)

We see that the order parameter must be an eigenfunction of the differential operator $\overline{p}^2$. Moreover, in order to obtain the largest value of $H_c2$, we should choose the eigenfunction corresponding to the lowest eigenvalue (in complete analogy with Refs. [15] [17]). The solution of the emerging eigenvalue problem is readily found thanks to its formal equivalence to the problem of determining the Landau levels of a two-dimensional particle with the “mass” $1/D$ and the charge $-2e$ in the uniform magnetic field $H$ directed along the third dimension. The lowest Landau level is $DcH$; the function $\alpha_S(E)$ is straightforwardly determined,

$$
\alpha_S(E) = D_S eH - iE + \frac{\tau_N (D_N eH - iE)}{\tau_S [1 + \tau_N (D_N eH - iE)]},
$$

(1.84)

and we substitute $\theta_S(p, E)$ into the self-consistency equation (1.12). The order parameter $\Delta(p)$ cancels out, and the resulting equation, which determines $H_c2(T)$, can be cast into the form

$$
\ln \frac{T_{cBCS}}{T} = - \frac{\tau_N}{\tau_S + \tau_N} \ln \sqrt{1 + \left( \frac{\tau_S + \tau_N}{\tau_S \tau_N \omega_D} \right)^2 - \frac{1}{\tau_N}} + \frac{1}{2} \left[ 1 + \frac{\mathcal{E}_S - \mathcal{E}_N}{\sqrt{(\mathcal{E}_S - \mathcal{E}_N)^2 + 4/\tau_S \tau_N}} \right] \left( \frac{1}{\tau_S} \mathcal{E}_S + \mathcal{E}_N + \sqrt{(\mathcal{E}_S - \mathcal{E}_N)^2 + 4/\tau_S \tau_N} \right) + \frac{1}{2} \left[ 1 - \frac{\mathcal{E}_S - \mathcal{E}_N}{\sqrt{(\mathcal{E}_S - \mathcal{E}_N)^2 + 4/\tau_S \tau_N}} \right] \left( \frac{1}{\tau_S} \mathcal{E}_S + \mathcal{E}_N - \sqrt{(\mathcal{E}_S - \mathcal{E}_N)^2 + 4/\tau_S \tau_N} \right),
$$

(1.85)

where

$$
\mathcal{E}_S = D_S eH_c2 + \frac{1}{\tau_S}, \quad \mathcal{E}_N = D_N eH_c2 + \frac{1}{\tau_N}
$$

(1.86)

are $H$-dependent energies. The logarithmic term in the r.h.s. of Eq. (1.85) takes account of the finiteness of the Debye energy $\omega_D$; it becomes important only in the limit of the perfect interface (the Cooper limit), i.e., when $\tau_S \tau_N \omega_D / (\tau_S + \tau_N) \ll 1$. At
Figure 1.9: Perpendicular upper critical field $H_{c2}$, normalized by its BCS value, versus $\rho_B$ at zero temperature. The upper and lower graphs differ only in the scaling of the ordinate axis (normal and logarithmic, respectively). The inset shows $H_{c2}(\rho_B)$ on a wider scale over $\rho_B$. The choice of the bilayer’s parameters implies the relations

$$\tau_S\Delta_{BCS} = 0.016 \rho_B, ~ \tau_N\Delta_{BCS} = 0.23 \rho_B.$$

$\tau_S \tau_N \omega_D / (\tau_S + \tau_N) \sim 1$ the logarithmic term should be considered as an interpolation — see the discussion in the end of Sec. 1.4.

In the limit $\rho_B \to \infty$, Eq. (1.85) reproduces the classical result of Maki [18] and de Gennes [19] for the BCS case (see also the book [20]):

$$\ln \frac{T_0^{BCS}}{T} = \psi \left( \frac{1}{2} + \frac{D_S eH_{c2}^{BCS}}{2\pi T} \right) - \psi \left( \frac{1}{2} \right),$$

which is valid for bulk superconductors and superconductive layers of arbitrary thickness (when the magnetic field is directed perpendicularly to them).

Equation (1.85) can be solved numerically at arbitrary values of the temperature $T$ and the interface resistance $\rho_B$; the results for $H_{c2}$ are presented in Figs. 1.9 and 1.10.

The analytical solution of Eq. (1.85) at zero temperature in the Anderson limit is presented below.
Figure 1.10: Temperature dependence of the perpendicular upper critical field $H_{c2}$ at $\rho_B = 80, 110, 125$, and in the BCS case. In each case, the critical field is normalized by its zero-temperature value, and the temperature is normalized by the corresponding $T_c$. According to the results of Sec. \[\text{4}\] the curves in the BCS and Anderson ($\rho_B = 80$) limits coincide. At intermediate values of $\rho_B$, the curves can lie both above ($\rho_B = 110$) and below ($\rho_B = 125$) the BCS curve. The choice of the bilayer’s parameters implies the relations $\tau_S \Delta_{BCS} = 0.016 \rho_B$, $\tau_N \Delta_{BCS} = 0.23 \rho_B$. 
1.6.1 \( H_{c2} \) at zero temperature in the Anderson limit

In the zero-temperature Anderson limit (defined by the conditions \( D_S \sqrt{H_{c2}} \ll 1/\tau_S \), \( D_N \sqrt{H_{c2}} \ll 1/\tau_N \)), Eq. (1.85) yields

\[
\frac{H_{c2}}{H_{c2}^{BCS}} = \frac{(\tau_S + \tau_N) D_S}{\tau_S D_N + \tau_N D_N} \frac{\Delta_{BCS}}{2\omega_D} \left[ 1 + \frac{(\tau_S \tau_N \omega_D)}{\tau_S + \tau_N} \right]^{\tau_N/\tau_S}.
\]  

(1.88)

(at \( \tau_S \tau_N \omega_D/(\tau_S + \tau_N) \sim 1 \) this formula should be considered as an interpolation — see the discussion in the end of Sec. [4]). Here the zero-temperature BCS value of the upper critical field, as follows from Eq. (1.87), is

\[
H_{c2}^{BCS} = \frac{\Delta_{BCS}}{2eD_S} = \frac{\Phi_0}{2\pi \xi_{BCS}^2}.
\]  

(1.89)

It is instructive to rewrite the perpendicular upper critical field of the bilayer \( \ref{eq:1.88} \) in the standard BCS-like form

\[
H_{c2} = \frac{\Phi_0}{2\pi \xi^2},
\]  

(1.90)

where \( \xi \) is the bilayer’s correlation length given by Eq. (1.69) [the physical interpretation of this result for \( \xi \) precedes Eq. \( \ref{eq:1.69} \)].

In the Cooper limit (i.e., at \( \tau_S \tau_N \omega_D/(\tau_S + \tau_N) \ll 1 \)) Eqs. \( \ref{eq:1.88}, \ref{eq:1.90} \) reproduce the result of Refs. [21] [22].

1.7 SNS, NSF, SNINS, NSISN, and superlattices

Our results for \( \Delta, n_S, T_c, E_g \), and \( H_{c2} \) (i.e., all the results except \( H_c \)) can be directly applied to more complicated structures such as SNS and NSF trilayers, SNINS and NSISN systems, and SN superlattices.

Let us consider, for example, a symmetric SNS trilayer consisting of two identical S layers of thickness \( d_S \) separated by a N layer of thickness \( 2d_N \). The SN interfaces can have arbitrary (but equal) resistances. As before, the \( x \) axis is perpendicular to the plane of the structure. This trilayer can be imagined as composed of two identical bilayers perfectly joined together along the N sides. Indeed, the pairing angle \( \theta \) has zero \( x \)-derivative on the outer surfaces of the bilayers, thus producing the correct (symmetric in the \( x \)-direction) solution for \( \theta \) in the resulting trilayer. Consequently, the symmetric SNS trilayer has exactly the same physical properties \( [\Delta, n_S, T_c, E_g, H_{c2}] \) as the SN bilayer considered in the present chapter. The only point where the above reasoning fails is the calculation of the parallel critical field \( H_c \). In this case, the combination of the supercurrent distributions in the two bilayers does not yield the correct distribution in the resulting SNS trilayer, which implies that the Usadel equations for the two systems are different.

Evidently, the above reasoning, based on the formal equivalence of the outer-surface boundary condition for the bilayer to the symmetry-caused condition in the middle of the SNS trilayer, also holds for symmetric NSF trilayers (N layers of thickness \( d_N \), S layer of thickness \( 2d_S \), identical SN interfaces) and SN superlattices (N
layers of thickness $2d_N$, $S$ layers of thickness $2d_S$, identical SN interfaces). Moreover, the same applies to systems composed of two bilayers in nonideal contact with each other: SNINS and NSISON (where $I$ stands for an arbitrary potential barrier), because the presence of a potential barrier does not violate the applicability of the symmetry argument. Thus, all the results obtained for the bilayer (except $H_c$) are also valid for these structures.

1.8 Discussion

Now we turn to a possible experimental application of our results. Our results provide a method for determining $\rho_B$, a very important parameter of the bilayer which is not directly measurable. By analyzing the experimental values $T_c = 0.4$ K and $H_c = 0.1$ T, we get $\rho_B \approx 111$ and $\rho_B \approx 121$, respectively. Within the experimental accuracy of the bilayer’s parameters, the two estimates for $\rho_B$ should be considered close. Interestingly, the value $\rho_B \approx 121$ extracted from the measured value of $H_c$ corresponds to the extremely narrow region of the steep drop in $H_c(\rho_B)$ (see Fig. 4.3).

An essential property of the bilayer used throughout the chapter is its small thickness. Now we shall argue that the bilayer employed in the experiment by Kasumov et al. [2] (and to which our numerical results refer) can be considered thin. The Usadel equations [123–124] imply that the characteristic spatial scale of the bilayer’s properties variation is $\sqrt{D_{NS}/E_0}$ for the N and S layers, respectively. Here $E_0$ is the characteristic energy scale for the self-consistency equation. As the interface resistance decreases from infinity to zero, $E_0$ first increases from $\Delta_{BCS}$ to $(\tau_S^{-1} + \tau_N^{-1})$, and then $\sim \omega_D$ (the crossovers between these regimes occur at such $\rho_B$ that the corresponding expressions are of the same order). The above estimates show that the experiment [2] corresponds to the case $E_0 \sim \Delta_{BCS}$. Therefore, the thicknesses of the layers ($d_N = 100$ nm and $d_S = 5$ nm) must be small compared to $\sqrt{D_{NS}/\Delta_{BCS}}$, which equals 194 nm and 16 nm for the N and S layer, respectively. We thus conclude that the condition of thin bilayer is approximately satisfied.

Finally, we wish to remark on a peculiarity of real systems which can be relevant when one compares our findings with an experiment. The point is that during the fabrication of a bilayer, the interface between S and N materials cannot be made ideally uniform. In other words, the local interface resistance possesses spatial fluctuations. At the same time, as we have shown, the bilayer’s properties are highly sensitive to the interface quality, which could lead to complicated behavior not reducing to the simple averaging of the interface resistance embodied in $\rho_B$. One possibility could be a percolation-like proximity effect. We leave the study of inhomogeneity effects for further investigation.

1.9 Conclusions

In this chapter, we have studied, both analytically and numerically, the proximity effect in a thin SN bilayer in the dirty limit. The strength of the proximity effect is governed by $\rho_B$, the resistance of the SN interface per channel.
The quantities calculated were \( \Delta \), the order parameter; \( n_s \), the density of the superconducting electrons in the S layer; \( T_c \), the critical temperature; \( E_g \), the minigap in the density of states; \( H_c \) and \( H_{c2} \), the critical magnetic field parallel to the bilayer and the upper critical field perpendicular to the bilayer.

These quantities were calculated numerically over the entire range of \( \rho_B \). For this purpose, the characteristics of the bilayer were assumed to be the same as in the experiment by Kasumov et al. [2] (Ta/Au bilayer, \( d_S/d_N = 1/20 \)). In the limit of an opaque interface, \( \Delta \), \( n_S \), \( T_c \), \( H_c \), and \( H_{c2} \) approach their BCS values. At the same time, \( E_g \) does not coincide with the order parameter \( \Delta \), and \( E_g \to 0 \) when \( \rho_B \to \infty \), although in general, the energy dependence of the DoS in the S and N layers approaches the BCS and normal-metal results, respectively.

The minigap \( E_g \) demonstrates nonmonotonic behavior as a function of \( \rho_B \). Analytical results for the two limiting cases of small and large \( \rho_B \) show that in the Anderson limit, \( E_g \) increases with increasing \( \rho_B \), whereas in the limit of an opaque interface, \( E_g \) tends to zero. Thus, \( E_g \) reaches its maximum in the region of intermediate \( \rho_B \).

In the region of moderate resistances, a jump of the parallel critical field (due to a redistribution of supercurrents in the bilayer) is discovered.

The most interesting case of relatively low interface resistance (the Anderson limit) has been considered analytically. The simple BCS relations between \( \Delta \), \( n_S \), \( T_c \), \( H_c \), \( H_{c2} \) are substituted by similar ones with \( E_g \) standing instead of \( \Delta \). The relation between the minigap \( E_g \) and the order parameter \( \Delta \) in this limit is expressed by Eq. [1.39], implying that in the case where \( \tau_S < \tau_N \), the BCS relations are strongly violated (by more than the order of magnitude for the above-mentioned Ta/Au bilayer). The DoS in the S and N layers coincide, showing BCS-like behavior with the standard peculiarity at \( E = E_g \). It should be emphasized that absolute values of \( \rho_B \) corresponding to the Anderson limit can be large; for the experiment [2], this limit is already valid at \( \rho_B < 20 \).

All the results (except \( H_c \)) obtained for the bilayer also apply to more complicated structures such as SNS and NSN trilayers, SNINS and NSISN systems, and SN superlattices.
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The quantities $\Gamma_S$ and $\Gamma_N$ used by McMillan are analogous to our quantities $1/\tau_S$ and $1/\tau_N$, respectively. The equations obtained by McMillan in the framework of the tunneling Hamiltonian method were later derived microscopically (from the Usadel equations) by A. A. Golubov and M. Yu. Kupriyanov, Physica C 259, 27 (1996).

To avoid confusion, we note that Eq. (39) from McMillan's paper determining the critical temperature of the SN bilayer is misspotted. The correct equation, following from Eqs. (37), (38), (40) and leading to Eq. (41) of McMillan, reads

$$
\ln(T_{CS}/T_C) = (\Gamma_S/\Gamma) \left[ \psi\left(\frac{1}{2} + \Gamma/2\pi T_C\right) - \psi\left(\frac{1}{2}\right) \right].
$$


Chapter 2

Proximity effect in SF systems

2.1 Nonmonotonic critical temperature in SF bilayers

2.1.1 Introduction

Superconductivity and ferromagnetism are two competing orders: while the former “prefers” an antiparallel spin orientation of electrons in Cooper pairs, the latter forces the spins to align in parallel. Therefore, their coexistence in one and the same material is possible only in a narrow interval of parameters; hence the interplay between superconductivity and ferromagnetism is most conveniently studied when the two interactions are spatially separated. In this case the coexistence of the two orders is due to the proximity effect. Recently, much attention has been paid to properties of hybrid proximity systems containing superconductors (S) and ferromagnets (F); new physical phenomena were observed and predicted in these systems [1-3, 8].

One of the most striking effects in SF layered structures is highly nonmonotonic dependence of their critical temperature $T_c$ on the thickness $d_F$ of the ferromagnetic layers. Experiments exploring this nonmonotonic behavior were performed previously on SF multilayers such as Nb/Gd [4], Nb/Fe [5], V/V-Fe [6], and Pb/Fe [7], but the results (and, in particular, the comparison between the experiments and theories) were not conclusive.

To perform reliable experimental measurements of $T_c(d_F)$, it is essential to have $d_F$ large compared to the interatomic distance; this situation can be achieved only in the limit of weak ferromagnets. Active experimental investigations of SF bilayers and multilayers based on Cu-Ni dilute ferromagnetic alloys are carried out by several groups [11, 12]. In SF bilayers, they observed nonmonotonic dependence $T_c(d_F)$. While the reason for this effect in multilayers can be the 0–π transition [8], in a bilayer system with a single superconductor this mechanism is irrelevant, and the cause of the effect is interference of quasiparticle, specific to SF structures.

In the present chapter, motivated by the experiments of Refs. [11, 12] we theoretically study the critical temperature of SF bilayers. Previous theoretical investigations of $T_c$ in SF structures were concentrated on systems with thin or thick layers (com-
pared to the corresponding coherence lengths); with SF boundaries having very low or very high transparencies; the exchange energy was often assumed to be much larger than the critical temperature; in addition, the methods for solving the problem were usually approximate [3] [9] [10] [13] [4] [15] [16] [1]. The parameters of the experiments of Refs. [11] [12] do not correspond to any of the above limiting cases. In the present chapter we develop two approaches giving the opportunity to investigate not only the limiting cases of parameters but also the intermediate region. Using our methods, we also confirm different types of nonmonotonic $T_c(d_F)$ behavior, found previously [3] [15] [16]: the minimum of $T_c$ and the reentrant superconductivity. Comparison of our theoretical predictions with the experimental data shows good agreement.

A number of methods can be used for calculating $T_c$. When the critical temperature of the structure is close to the critical temperature $T_{cS}$ of the superconductor without the ferromagnetic layer, the Ginzburg–Landau (GL) theory applies. However, $T_c$ of SF bilayers may significantly deviate from $T_{cS}$, therefore we choose a more general theory valid at arbitrary temperature — the quasiclassical approach [17] [18] [19]. Near $T_c$ the quasi-classical equations become linear. In the literature the emerging problem is often treated with the help of the so-called “single-mode” approximation [14] [15] [16] [1], which is argued to be qualitatively reasonable in a wide region of parameters. However, this method is justified only in a specific region of parameters which we find below. Moreover, below we show examples when this method fails even qualitatively. Thus there is need for an exact solution of the linearized quasi-classical equations. The limiting case of perfect boundaries and large exchange energy was treated by Radović et al. [3].

Based on the progress achieved for calculation of $T_c$ in SN systems (where N denotes a nonmagnetic normal material) [20], we develop a generalization of the single-mode approximation — the multimode method. Although this method seems to be exact, it is subtle to justify it rigorously. Therefore we develop yet another approach (this time mathematically rigorous), which we call “the method of fundamental solution”. The models considered previously [3] [9] [10] [13] [4] [15] [16] [1] correspond to limiting cases of our theory.

### 2.1.2 Model

We assume that the dirty-limit conditions are fulfilled, and calculate the critical temperature of the bilayer within the framework of the linearized Usadel equations for the S and F layers (the domain $0 < x < d_S$ is occupied by the S metal, $-d_F < x < 0$ — by the F metal, see Fig. 21). Near $T_c$ the normal Green function is $G = \text{sgn} \omega_n$, and the Usadel equations for the anomalous function $F$ take the form

\[
\xi_S^2 \pi T_{cS} \frac{d^2 F_S}{dx^2} - |\omega_n| F_S + \Delta = 0, \quad 0 < x < d_S, \quad (2.1)
\]

\[
\xi_F^2 \pi T_{cS} \frac{d^2 F_F}{dx^2} - (|\omega_n| + i \hbar \text{sgn} \omega_n) F_F = 0, \quad -d_F < x < 0, \quad (2.2)
\]

\[
\Delta \ln \frac{T_{cS}}{T} = \pi T \sum_{\omega_n} \left( \frac{\Delta}{|\omega_n|} - F_S \right) \quad (2.3)
\]
(the order parameter $\Delta$ is nonzero only in the S part). Here $\xi_S = \sqrt{D_S/2\pi T_cS}$, $\xi_F = \sqrt{D_F/2\pi T_cS}$ are the coherence lengths, while the diffusion constants can be expressed via the Fermi velocity and the mean free path: $D = v l/3; \omega_n = \pi T(2n + 1)$ with $n = 0, \pm 1, \pm 2, \ldots$ are the Matsubara frequencies; $h$ is the exchange energy; and $T_{cS}$ is the critical temperature of the S material. $F_{S(F)}$ denotes the function $F$ in the S(F) region. We use the system of units in which Planck's and Boltzmann's constants equal unity, $h = k_B = 1$.

Equations 2.3-2.4 must be supplemented with the boundary conditions at the outer surfaces of the bilayer:

$$\frac{dF_S(d_S)}{dx} = \frac{dF_F(0)}{dx} = 0, \quad (2.4)$$

as well as at the SF boundary 2.1:

$$\xi_S \frac{dF_S(0)}{dx} = \gamma \xi_F \frac{dF_F(0)}{dx}, \quad \gamma = \frac{\rho_S \xi_S}{\rho_F \xi_F}, \quad (2.5)$$

$$\xi_F \gamma_B \frac{dF_F(0)}{dx} = F_S(0) - F_F(0), \quad \gamma_B = \frac{R_B A}{\rho_F \xi_F} \quad (2.6)$$

Here $\rho_S, \rho_F$ are the normal-state resistivities of the S and F metals, $R_B$ is the resistance of the SF boundary, and $A$ is its area. The above boundary conditions were derived for SN interfaces 21 (N is a normal metal); their use in the SF case is justified by the small parameter $h/E_F \ll 1$ ($E_F$ is the Fermi energy). Indeed, the interface has atomic (by the order of magnitude) thickness. While the exchange energy is small compared to the Fermi energy, the characteristic length for magnetic properties is much larger than the atomic scale. Therefore the boundary conditions are determined by the properties of the interface itself but not by the properties of the contacting metals. In the limit of strong ferromagnets, this condition fails and the
Kupriyanov–Lukichev boundary conditions lose its validity. However, in the thesis we consider only weak ferromagnets.

The Usadel equation in the $F$ layer is readily solved:

$$F_F = C(\omega_n) \cosh \left( \bar{k}_h[x + d_F] \right),$$

$$\bar{k}_h = \frac{1}{\xi_F} \sqrt{\frac{|\omega_n| + i\hbar \text{sgn} \omega_n}{\pi T_{cS}}},$$

and the boundary condition at $x = 0$ can be written in closed form with respect to $F_S$:

$$\xi_S \frac{dF_S(0)}{dx} = \frac{\gamma}{\gamma_B + B_h(\omega_n)} F_S(0),$$

$$B_h = \left[ \bar{k}_h \xi_F \tanh(\bar{k}_h d_F) \right]^{-1}.$$

This boundary condition is complex. In order to rewrite it in a real form, we do the usual trick and go over to the functions

$$F^\pm = F(\omega_n) \pm F(-\omega_n).$$

According to the Usadel equations (2.1-2.3), there is the symmetry $F(-\omega_n) = F^*(\omega_n)$ which implies that $F^+$ is real while $F^-$ is a purely imaginary function.

The symmetric properties of $F^+$ and $F^-$ with respect to $\omega_n$ are trivial, so we shall treat only positive $\omega_n$. The self-consistency equation is expressed only via the symmetric function $F_S^+$:

$$\Delta \ln \frac{T_{cS}}{T} = \pi T \sum_{\omega_n > 0} \left( \frac{2\Delta}{\omega_n} - F_S^+ \right),$$

and the problem of determining $T_c$ can be formulated in a closed form with respect to $F_S^+$ as follows. The Usadel equation for the antisymmetric function $F_S^-$ does not contain $\Delta$, hence it can be solved analytically. After that we exclude $F_S^-$ from boundary condition (2.8) and arrive at the effective boundary conditions for $F_S^+$:

$$\xi_S \frac{dF_S^+(0)}{dx} = W(\omega_n) F_S^+(0), \quad \frac{dF_S^+(d_S)}{dx} = 0,$$

where

$$W(\omega_n) = \frac{\gamma}{\gamma_A} \frac{A_S(\gamma_B + \text{Re} B_h) + \gamma}{A_S(\gamma_B + B_h)^2 + \gamma(\gamma_B + \text{Re} B_h)},$$

$$A_S = k_S \xi_S \tanh(k_S d_S), \quad k_S = \frac{1}{\xi_S} \sqrt{\frac{\omega_n}{\pi T_{cS}}}.$$

The self-consistency equation (2.10) and boundary conditions (2.11)-(2.12), together with the Usadel equation for $F_S^+$:

$$\xi_S^2 \pi T_{cS} \frac{d^2 F_S^+}{dx^2} - \omega_n F_S^+ + 2\Delta = 0$$
will be used below for finding the critical temperature of the bilayer.

The problem can be solved analytically only in limiting cases (see Appendix [I]). In the general case, one should use a numerical method, and below we propose two methods for solving the problem exactly.

2.1.3 Multimode method

Starting point: the single-mode approximation and its applicability

In the single-mode approximation (SMA) one seeks the solution of the problem (2.10)–(2.13) in the form

\[ F_s^+ (x, \omega_n) = f(\omega_n) \cos \left( \frac{\Omega x - d_s}{\xi_s} \right), \]  
\[ \Delta(x) = \delta \cos \left( \frac{\Omega x - d_s}{\xi_s} \right). \]

This ansatz automatically satisfies boundary condition (2.11) at \( x = d_s \).

The Usadel equation (2.13) yields

\[ f(\omega_n) = \frac{2\delta}{\omega_n + \Omega^2 \pi T_c S}. \]

then the self-consistency Eq. (2.10) takes the form (\( \delta \) and \( \Omega \) do not depend on \( \omega_n \))

\[ \ln \frac{T_c S}{T_c} = \psi \left( \frac{1}{2} + \frac{\Omega^2 T_c S}{2 T_c} \right) - \psi \left( \frac{1}{2} \right), \]

where \( \psi \) is the digamma function.

Boundary condition (2.11) at \( x = 0 \) yields

\[ \Omega \tan \left( \frac{\Omega d_s}{\xi_s} \right) = W(\omega_n). \]

The critical temperature \( T_c \) is determined by Eqs. (2.17), (2.18).

Although this method is popular, it is often used without pointing out the limits of its applicability. The explicit formulation of the corresponding condition is as follows [I]: the single-mode method is correct only if the parameters of the system are such that \( W \) can be considered \( \omega_n \)-independent [because the left-hand side of Eq. (2.18) must be \( \omega_n \)-independent].

Appendix [C] demonstrates examples of the SMA validity and corresponding analytical results.

In one of experimentally relevant cases, \( h/\pi T_c S > 1 \), \( d_F \sim \xi_F \), the SMA is applicable if \( \sqrt{h/\pi T_c S} > 1/\gamma_B \) (see Appendix [C] for details).

Inclusion of other modes

The single-mode approximation implies that one takes the (only) real root \( \Omega \) of Eq. (2.14), An exact (multimode) method for solving problem (2.10)–(2.13) is obtained
if we also take imaginary roots into account there is infinite number of these, see Fig. 2.2.

Thus we seek the solution in the form

\[ F_S^+ (x, \omega_n) = f_0 (\omega_n) \cos \left( \Omega_0 x - \frac{dS}{\xi_S} \right) + \sum_{m=1}^{\infty} f_m (\omega_n) \frac{\cosh \left( \Omega_m x - \frac{dS}{\xi_S} \right)}{\cosh \left( \Omega_m \frac{dS}{\xi_S} \right)}, \quad (2.19) \]

\[ \Delta (x) = \delta_0 \cos \left( \Omega_0 x - \frac{dS}{\xi_S} \right) + \sum_{m=1}^{\infty} \delta_m \frac{\cosh \left( \Omega_m x - \frac{dS}{\xi_S} \right)}{\cosh \left( \Omega_m \frac{dS}{\xi_S} \right)}, \quad (2.20) \]

(The normalizing denominators in the \( \cosh \)-terms have been introduced in order to increase accuracy of numerical calculations.) This anzatz automatically satisfies boundary condition (2.11) at \( x = d_S \).

Substituting the anzatz [Eqs. (2.19)–(2.20)] into the Usadel equation (2.10), we obtain

\[ f_0 (\omega_n) = \frac{2 \delta_0}{\omega_n + \Omega_0^2 \pi T_{cs}}, \quad (2.21) \]

\[ f_m (\omega_n) = \frac{2 \delta_m}{\omega_n - \Omega_m^2 \pi T_{cs}}, \quad m = 1, 2, \ldots, \]

then the parameters \( \Omega \) are determined by the self-consistency equation (2.10) (\( \delta \) and
$\Omega$ do not depend on $\omega_n$:

$$\ln \frac{T_{cS}}{T_c} = \psi \left( \frac{1}{2} + \frac{\Omega_0^2 T_{cS}}{2 T_c} \right) - \psi \left( \frac{1}{2} \right),$$

(2.22)

$$\ln \frac{T_{cS}}{T_c} = \psi \left( \frac{1}{2} - \frac{\Omega_m^2 T_{cS}}{2 T_c} \right) - \psi \left( \frac{1}{2} \right), \quad m = 1, 2, \ldots$$

From Eqs. (2.22) and properties of the digamma function [22] it follows that the parameters $\Omega$ belong to the following intervals:

$$0 < \Omega_0^2 < \frac{1}{2 \exp(C)},$$

(2.23)

$$\frac{T_c}{T_{cS}} (2m - 1) < \Omega_m^2 < \frac{T_c}{T_{cS}} (2m + 1), \quad m = 1, 2, \ldots,$$

where $C \approx 0.577$ is Euler’s constant.

Boundary condition (2.11) at $x = 0$ yields the following equation for the amplitudes $\delta$:

$$\delta_0 \frac{W(\omega_n) \cos (\Omega_0 d_s / \xi_S) - \Omega_0 \sin (\Omega_0 d_s / \xi_S)}{\omega_n + \Omega_0^2 \pi T_{cS}} + \sum_{m=1}^{\infty} \delta_m \frac{W(\omega_n) + \Omega_m \tanh (\Omega_m d_s / \xi_S)}{\omega_n - \Omega_m^2 \pi T_{cS}} = 0.$$  

(2.24)

The critical temperature $T_c$ is determined by Eqs. (2.22) and the condition that Eq. (2.24) has a nontrivial ($\omega_n$-independent) solution with respect to $\delta$.

Numerically, we take a finite number of modes: $m = 0, 1, \ldots, M$. To take account of $\omega_n$-independence of the solution, we write down Eq. (2.24) at the Matsubara frequencies up to the $N$th frequency: $n = 0, 1, \ldots, N$. Thus we arrive at the matrix equation $K_{nm} \delta_m = 0$ with the following matrix $K$:

$$K_{n0} = \frac{W(\omega_n) \cos (\Omega_0 d_s / \xi_S) - \Omega_0 \sin (\Omega_0 d_s / \xi_S)}{\omega_n / \pi T_{cS} + \Omega_0^2},$$

$$K_{nm} = \frac{W(\omega_n) + \Omega_m \tanh (\Omega_m d_s / \xi_S)}{\omega_n / \pi T_{cS} - \Omega_m^2},$$

(2.25)

$$n = 0, 1, \ldots, N, \quad m = 1, 2, \ldots, M.$$  

We take $M = N$, then the condition that Eq. (2.24) has a nontrivial solution takes the form

$$\det K = 0.$$  

(2.26)

Thus the critical temperature $T_c$ is determined as the largest solution of Eqs. (2.24), (2.26).

2.1.4 Method of fundamental solution

By definition, the fundamental solution $G(x, y; \omega_n)$ (which is also called the Green function) of problem (2.11)–(2.13) satisfies the same equations, but with the delta-
functional “source” [23]:
\[
\xi_S^2 \pi T_{cs} \frac{d^2 G(x, y)}{dx^2} - \omega_n G(x, y) = -\delta(x - y),
\]
\[
\xi_S \frac{dG(0, y)}{dx} = W(\omega_n)G(0, y), \quad \frac{dG(d_S, y)}{dx} = 0.
\]
(2.27)

The fundamental solution can be expressed via solutions \(v_1, v_2\) of Eq. (2.27) without the delta-function, satisfying the boundary conditions at \(x = 0\) and \(x = d_S\), respectively:
\[
G(x, y; \omega_n) = \frac{k_S/\omega_n}{\sinh(k_S d_S) + (W/k_S \xi_S) \cosh(k_S d_S)} \times \begin{cases} v_1(x)v_2(y), & x \leq y \\ v_2(x)v_1(y), & y \leq x \end{cases},
\]
(2.29)

where
\[
v_1(x) = \cosh(k_S x) + (W/k_S \xi_S) \sinh(k_S x),
\]
\[
v_2(x) = \cosh(k_S[x - d_S]).
\]
(2.30a)

(2.30b)

Having found \(G(x, y; \omega_n)\), we can write the solution of Eqs. (2.14) - (2.15) as
\[
F^+_S(x; \omega_n) = 2 \int_0^{d_S} G(x, y; \omega_n) \Delta(y) dy.
\]
(2.31)

Substituting this into the self-consistency equation (2.10), we obtain
\[
\Delta(x) \ln \frac{T_{cs}}{T_c} = 2 \pi T_c \sum_{\omega_n > 0} \left[ \frac{\Delta(x)}{\omega_n} - \int_0^{d_S} G(x, y; \omega_n) \Delta(y) dy \right].
\]
(2.32)

This equation can be expressed in an operator form: \(\Delta \ln(T_{cs}/T_c) = \hat{L} \Delta\). Then the condition that Eq. (2.32) has a nontrivial solution with respect to \(\Delta\) is expressed by the equation
\[
\det \left( \hat{L} - \hat{1} \ln \frac{T_{cs}}{T_c} \right) = 0.
\]
(2.33)

The critical temperature \(T_c\) is determined as the largest solution of this equation.

Numerically, we put problem (2.32), (2.33) on a spatial grid, so that the linear operator \(\hat{L}\) becomes a finite matrix.

### 2.1.5 Numerical results

In Secs. 2.1.3 2.1.4 we developed two methods for calculating the critical temperature of a SF bilayer. Specifying parameters of the bilayer we can find the critical temperature numerically. It can be checked that the multimode method and the method of fundamental solution yield equivalent results. However, at small temperatures \(T_c \ll T_{cs}\), the calculation time for the multimode method increases. Indeed, the size of the matrix \(K\) [Eq. (2.23)] is determined by the number \(N\) of the maximum Matsubara frequency \(\omega_N\), which must be much larger than the characteristic energy \(\pi T_{cs}\); hence \(N \gg T_{cs}/T_c\). Therefore, at low temperatures we use the method of fundamental solution.
Figure 2.3: Theoretical fit to the experimental data of Ref. [11]. In the experiment, Nb was the superconductor (with $d_S = 11$ nm, $T_{cS} = 7$ K) and Cu$_{0.43}$Ni$_{0.57}$ was the weak ferromagnet. From our fit we estimate $h \approx 130$ K and $\gamma_B \approx 0.3$.

**Comparison with experiment**

Using our methods we fit the experimental data of Ref. [11]; the result is presented in Fig. 2.3. Estimating the parameters $d_S = 11$ nm, $T_{cS} = 7$ K, $\rho_S = 7.5 \mu\Omega$ cm, $\xi_S = 8.9$ nm, $\rho_F = 60 \mu\Omega$ cm, $\xi_F = 7.6$ nm, $\gamma = 0.15$ from the experiment [21], and fitting only $h$ and $\gamma_B$, we find good agreement between our theoretical predictions and the experimental data.

The fitting procedure was the following: first, we determine $h \approx 130$ K from the position of the minimum of $T_c(d_F)$; second, we find $\gamma_B \approx 0.3$ from fitting the vertical position of the curve.

The deviation of our curve from the experimental points is small; it is most pronounced in the region of small $d_F$ corresponding to the initial decrease of $T_c$. This is not unexpected because, when $d_F$ is of the order of a few nanometers, the thickness of the F film may vary significantly along the film (which is not taken into account in our theory), and the thinnest films can even be formed by an array of islands rather than by continuous material. At the same time, we emphasize that the minimum of $T_c$ takes place at $d_F \approx 5$ nm, when with good accuracy the F layer has uniform thickness.

**Various types of $T_c(d_F)$ behavior**

The experimental results discussed above represent only one possible type of $T_c(d_F)$ behavior. Now we address the general case; we obtain different kinds of $T_c(d_F)$ curves depending on parameters of the bilayer.

To illustrate, in Fig. 2.4 we plot several curves for various values of $\gamma_B$ [we recall that $\gamma_B \propto R_B$, where $R_B$ is the resistance of the SF interface in the normal state —
Figure 2.4: Characteristic types of $T_c(d_F)$ behavior. The thickness of the F layer is measured in units of the wavelength $\lambda_h$ defined in Eq. (2.41). The curves correspond to different values of $\gamma_B$. The exchange energy is $h = 150 K$; the other parameters are the same as in Fig. 2.3. One can distinguish three characteristic types of $T_c(d_F)$ behavior 

1) nonmonotonic decay to a finite $T_c$ with a minimum at particular $d_F$ ($\gamma_B = 2$; 0.5; 0.1; 0.07),
2) reentrant behavior ($\gamma_B = 0.05; 0.02$),
3) monotonic decay to $T_c = 0$ at finite $d_F$ ($\gamma_B = 0$).

The bold points indicate the choice of parameter corresponding to Fig. 2.3.

see Eq. (2.6)]. The exchange energy is $h = 150 K$; the other parameters are the same as in Fig. 2.3.

We confirm three characteristic types of $T_c(d_F)$ behavior, found previously in limiting cases or by approximate methods in Refs. 3, 15, 16. 1) at large enough interface resistance, $T_c$ decays nonmonotonically to a finite value exhibiting a minimum at a particular $d_F$, 2) at moderate interface resistance, $T_c$ demonstrates the reentrant behavior: it vanishes in a certain interval of $d_F$, and is finite otherwise, 3) at low enough interface resistance, $T_c$ decays monotonically vanishing at finite $d_F$. A similar succession of $T_c(d_F)$ curves as in Fig. 2.4 can be obtained by tuning other parameters, e.g., the exchange energy $h$ or the normal resistances of the layers (the parameter $\gamma$).

A common feature seen from Fig. 2.4 is saturation of $T_c$ at large $d_F > \lambda_h$. This fact has a simple physical explanation: the suppression of superconductivity by a dirty ferromagnet is only due to the effective F layer with thickness on the order of $\lambda_h$, adjacent to the interface (this is the layer explored and "felt" by quasiparticles entering from the S side due to the proximity effect).

It was shown by Radović et al. 3 that the order of the phase transition may change in short-periodic SF superlattices, becoming the first order. We also observe this feature in the curves of types 2) and 3) mentioned above. This phenomenon manifests itself as discontinuity of $T_c(d_F)$: the critical temperature jumps to zero
Figure 2.5: Change of the phase transition's order. This phenomenon manifests itself as discontinuity of $T_c(d_F)$: the critical temperature jumps to zero abruptly without taking intermediate values. Formally, $T_c$ becomes a double-valued function, but the smaller solution is physically unstable (dotted curve). For illustration we have chosen the curve from Fig. 2.4 corresponding to $\gamma_B = 0.05$.

Abruptly without taking intermediate values (see Figs. 2.4 2.6). Formally, $T_c$ becomes a double-valued function, but the smaller solution is physically unstable (dotted curve in Fig. 2.5).

An interesting problem is determination of the tricritical point where the order of the phase transition changes. The corresponding result for homogeneous bulk superconductors with internal exchange field was obtained a long time ago in the framework of the Ginzburg–Landau theory [23]. However, the generalization to the case when the GL theory is not valid has not yet been done. We note that the equations used in Refs. 3 13 were applied beyond their applicability range because they are GL results valid only when $T_c$ is close to $T_{c,S}$.

**Comparison between single- and multimode methods**

A popular method widely used in the literature for calculating the critical temperature of SF bi- and multi-layers is the single-mode approximation. The condition of its validity was formulated in Sec. 2.1.3. However, this approximation is often used for arbitrary system's parameters. Using the methods developed in Secs. 2.1.3 2.1.4 we can check the actual accuracy of the single-mode approximation. The results are presented in Fig. 2.6.

We conclude that although at some parameters the results of the single-mode
Figure 2.6: Comparison between single- and multimode methods. The parameters are the same as in Fig. 2.4. Generally speaking, the results of the single-mode and multimode (exact) methods are quantitatively and even qualitatively different: b), c), d), and e). However, sometimes the results are close: a) and f). Thus the single-mode approximation can be used for quick estimates, but reliable results should be obtained by one of the exact (multimode or fundamental-solution) techniques.
and multimode (exact) methods are close (Figs. 2.6 a,f), in the general case they are quantitatively and even qualitatively different [Figs. 2.6 b,c,d,e — these cases correspond to the most nontrivial $T_c(d_F)$ behavior]. Thus to obtain reliable results one should use one of the exact (multimode or fundamental-solution) techniques.

**Spatial dependence of the order parameter**

According to the general theory of second-order phase transitions, the nonzero order parameter characterizes the “ordered” phase, in particular, the superconducting state. In the BCS theory, the role of the order parameter is usually played by $\Delta$. However, this choice of the order parameter is not a good one when we consider proximity systems, in which a superconductor contacts a normal metal or a ferromagnet. The order parameter $\Delta$, defined as

$$\Delta(x) = \lambda \pi T \sum_{\omega_n} F(x, \omega_n)$$

(2.34)

is zero in the nonsuperconducting part of the structure, if the pairing constant $\lambda$ is zero. Nevertheless, the superconducting correlations are induced into the nonsuperconducting metal, and these correlations are adequately described not by $\Delta$ but by the anomalous Green function $F$.

Thus it is reasonable to define also a “proximity order parameter”:

$$F(x, \tau = 0) = T \sum_{\omega_n} F(x, \omega_n),$$

(2.35)

where $\tau$ denotes the imaginary time [in the S metal $F(x, \tau = 0) \propto \Delta(x)$]. This function is real due to the symmetry relation $F(-\omega_n) = F^*(\omega_n)$. The proximity effect in the SF bilayer is characterized by the spatial behavior of this proximity order parameter.

We illustrate this dependence in Fig. 2.7 which shows two cases differing by the thickness of the F layer $d_F$ (and by the corresponding $T_c$). Although the critical temperatures differ by more than the order of magnitude, the normalized proximity order parameters are very close to each other, which means that the value of $T_c$ has almost no effect on the shape of $F(x, \tau = 0)$. Details of the calculation are presented in Appendix 10.

Another feature seen from Fig. 2.7 is that the proximity order parameter in the F layer changes its sign when the thickness of the F layer increases (this feature can be seen for the dotted curve, although negative values of the order parameter have very small amplitudes). We discuss this oscillating behavior in the next section.

### 2.1.6 Discussion

**Qualitative explanation of the nonmonotonic $T_c(d_F)$ behavior**

A qualitative explanation of the nonmonotonic $T_c(d_F)$ behavior in SF bilayers has been presented in several papers (see, e.g., Ref. 15). Below we present another interpretation.
Figure 2.7: Spatial dependence of the proximity order parameter normalized by its value at the outer surface of the S layer. Two cases are shown differing by the thickness of the F layer $d_F$ (and by the corresponding $T_c$) at $\gamma_B = 0.05$. The other parameters are the same as in Fig. 2.3 where the chosen cases are indicated by the bold points. Although the critical temperatures differ by more than the order of magnitude, the normalized proximity order parameters are very close to each other, which means that the value of $T_c$ has almost no effect on the shape of $F(x, \tau = 0)$. The jump at the SF interface is due to its finite resistance. With an increase of $d_F$ the proximity order parameter starts to oscillate, changing its sign (this can be seen for the dotted curve, although negative values of the proximity order parameter have very small amplitudes).
Figure 2.8: Four types of trajectories contributing (in the sense of Feynman’s path integral) to the anomalous wave function of correlated quasiparticles in the ferromagnetic region. The solid lines correspond to electrons, the dashed lines — to holes; the arrows indicate the direction of the velocity.

The thickness of the F layer at which the minimum of $T_c(d_F)$ occurs, can be estimated from qualitative arguments based on the interference of quasiparticles in the ferromagnet. Let us consider a point $x$ inside the F layer. According to Feynman’s interpretation of quantum mechanics [20], the quasiparticle wave function may be represented as a sum of wave amplitudes over all classical trajectories; the wave amplitude for a given trajectory is equal to $\exp(iS)$, where $S$ is the classical action along this trajectory. We are interested in an anomalous wave function of correlated quasiparticles, which characterizes superconductivity; this function is equivalent to the anomalous Green function $F(x)$. To obtain this wave function we must sum over trajectories that (i) start and end at the point $x$, (ii) change the type of the quasiparticle (i.e., convert an electron into a hole, or vice versa). There are four kinds of trajectories that should be taken into account (see Fig. 2.8). Two of them (denoted 1 and 2) start in the direction toward the SF interface (as an electron and as a hole), experience the Andreev reflection, and return to the point $x$. The other two trajectories (denoted 3 and 4) start in the direction away from the interface, experience normal reflection at the outer surface of the F layer, move toward the SF interface, experience the Andreev reflection there, and finally return to the point $x$. The main contribution is given by the trajectories normal to the interface. The corresponding actions are

$$S_1 = -Qx - \alpha,$$  
$$S_2 = Qx - \alpha,$$  
$$S_3 = -Q(2d_F + x) - \alpha,$$  
$$S_4 = Q(2d_F + x) - \alpha,$$

(note that $x < 0$), where $Q$ is the difference between the wave numbers of the electron and the hole, and $\alpha = \arccos(E/\Delta)$ is the phase of the Andreev reflection. To make our arguments more clear, we assume that the ferromagnet is strong,
the SF interface is ideal, and consider the clean limit first: then \( Q = k_e - k_h = \sqrt{2m(E + h + E_F)} - \sqrt{2m(-E - h + E_F)} \approx 2h/v, \) where \( E \) is the quasiparticle energy, \( E_F \) is the Fermi energy, and \( v \) is the Fermi velocity. Thus the anomalous wave function of the quasiparticles is

\[
F(x) \propto \sum_{n=1}^{4} \exp(iS_n) \propto \cos(Qd_F) \cos(Q[d_F + x]). \tag{2.40}
\]

The suppression of \( T_c \) by the ferromagnet is determined by the value of the wave function at the SF interface: \( F(0) \propto \cos^2(Qd_F) \). The minimum of \( T_c \) corresponds to the minimum value of \( F(0) \) which is achieved at \( d_F = \pi/2Q \). In the dirty limit the above expression for \( Q \) is replaced by

\[
Q = \sqrt{\frac{h}{D_F}} = \frac{2\pi}{\lambda_h} \tag{2.41}
\]

(here we have defined the wavelength of the oscillations \( \lambda_h \)); hence the minimum of \( T_c(d_F) \) takes place at

\[
d_F^{(\text{min})} = \frac{\pi}{2} \sqrt{\frac{D_F}{h}} = \frac{\lambda_h}{4} \tag{2.42}
\]

For the bilayer of Ref. [11] we obtain \( d_F^{(\text{min})} \approx 7 \text{ nm} \), whereas the experimental value is 5 nm (Fig. 2.3); thus our qualitative estimate is reasonable.

The arguments given above seem to yield not only the minimum but rather a succession of minima and maxima. However, numerically we obtain either a single minimum or a minimum followed by a weak maximum (Fig. 2.4). The reason for this is that actually the anomalous wave function not only oscillates in the ferromagnetic layer but also decays exponentially, which makes the amplitude of the subsequent oscillations almost invisible.

Finally, we note that our arguments concerning oscillations of \( F(x) \) also apply to a half-infinite ferromagnet, where we should take into account only the trajectories 1 and 2 (see Fig. 2.8). This yields \( F(x) \propto \cos(Qx) \) (another qualitative explanation of this result can be found, for example, in Ref. [11]).

**Multilayered structures**

The methods developed and the results obtained in this chapter apply directly to more complicated symmetric multilayered structures in the 0-state such as SFS and FSFS trilayers, SFIFS and FSISF systems (I denotes an arbitrary potential barrier), and SF superlattices. In such systems an SF bilayer can be considered as a unit cell, and joining together the solutions of the Usadel equations in each bilayer we obtain the solution for the whole system (for more details see Sec. 1.7).

Our methods can be generalized to take account of possible superconductive and/or magnetic \( \pi \)-states (when \( \Delta \) and/or \( h \) may change their signs from layer to layer). In this case the system cannot be equivalently separated into a set of bilayers. Mathematically, this means that the solutions of the Usadel equations lose their purely cosine form [see Eqs. (2.7), (2.11), (2.15), (2.19), (2.20), (2.30)] acquiring a sine part as well.
2.1.7 Conclusions

In the present section, we have developed two methods for calculating the critical temperature of a SF bilayer as a function of its parameters (the thicknesses and material parameters of the layers, the quality of the interface). The multimode method is a generalization of the corresponding approach developed in Ref. [2] for SN systems. However, the rigorous justification of this method is not clear. Therefore, we propose yet another approach — the method of fundamental solution, which is mathematically rigorous. The results demonstrate that the two methods are equivalent; however, at low temperatures (compared to $T_c$) the accuracy requirements are stricter for the multimode method, and the method of fundamental solution is preferable. Comparing our method with experiment we obtain good agreement.

In the general case, we confirm three characteristic types of the $T_c(d_F)$ behavior, found previously in limiting cases or by approximate methods: 1) nonmonotonic decay of $T_c$ to a finite value exhibiting a minimum at particular $d_F$, 2) reentrant behavior, characterized by vanishing of $T_c$ in a certain interval of $d_F$ and finite values otherwise, 3) monotonic decay of $T_c$ and vanishing at finite $d_F$. Qualitatively, the nonmonotonic behavior of $T_c(d_F)$ is explained by interference of quasiparticles in the F layer, which can be either constructive or destructive depending on the value of $d_F$.

Using the developed methods we have checked the accuracy of the widely used single-mode approximation. We conclude that although at some parameters the results of the single-mode and exact methods are close, in the general case they are quantitatively and even qualitatively different. Thus, to obtain reliable results one should use one of the exact (multimode or fundamental-solution) techniques.

The spatial dependence of the order parameter (at the transition point) is shown to be almost insensitive to the value of $T_c$.

The methods developed and the results obtained in this section, apply directly to more complicated symmetric multilayered structures in the 0-state such as SFS and FSF trilayers, SFIFS and FSISF systems, and SF superlattices. Our methods can be generalized to take account of possible superconductive and/or magnetic π-states (when Δ and/or $h$ may change their signs from layer to layer).

In several limiting cases, $T_c$ is considered analytically.
2.2 Triplet proximity effect in FSF trilayers

2.2.1 Introduction

A striking feature of the proximity effect between singlet superconductors and inhomogeneous ferromagnets is the possibility of generating the triplet superconducting component. Recently, it was shown that the triplet component also arises in the case of several homogeneous but differently oriented ferromagnets. Physically, the generating of the triplet component in SF systems is similar to the case of magnetic superconductors.

In Ref. the Josephson effect was studied having in mind that the superconductivity in the system is not destroyed by the ferromagnets. However, this issue requires separate study.

Although the SF proximity effect is rather well studied, the influence of the mutual orientation of F layers magnetizations (exchange fields) on $T_c$ of layered SF structures has been mostly considered basing on the cases of parallel (P) and antiparallel (AP) alignment. At the same time, those are the only cases when the triplet component is absent.

A FSF trilayer with homogeneous but noncollinear magnetizations of the F layers is the simplest example of a layered structure in which the triplet component is generated. The triplet component (superconducting correlations between quasiparticles with parallel spins) arises due to a mechanism that is similar to the one described in Ref. with the difference that instead of local magnetic inhomogeneity we deal with magnetic inhomogeneity of the structure as a whole. This mechanism can be described in terms of the Andreev reflection at FS interfaces. In the case of a single FS interface, the Andreev reflection of a spin-polarized electron impinging on the FS interface from the F side, generates the singlet superconducting correlations in the ferromagnet. At the same time, in the FSF trilayer, we must take into account that the Andreev reflection from the FS interface is nonlocal in space: it takes place on a scale of the order of the coherence length in the vicinity of the interface. If the S layer is thin, this process “touched” the second F layer. If its magnetization is noncollinear with the first one, it acts as a spin splitter, inducing the opposite spin component and hence the triplet superconducting correlations between the input and the output of the Andreev reflection.

The critical temperature of the noncollinear FSF system was studied in Ref. However, in that work the triplet component was not taken into account. Thus calculation of $T_c$ in the noncollinear FSF trilayer is still an open question.

In this chapter we study the critical temperature of a FSF trilayer at arbitrary angle between the in-plane magnetizations (see Fig. 2.9), which makes it necessary to take the triplet component into account.

2.2.2 General description

We consider the dirty limit, which is described by the Usadel equations. Near $T_c$, the Usadel equations are linearized and contain only the anomalous Green function
Figure 2.9: FSF trilayer. The system is the same as in Ref. [25]. The thickness of the S layer is \(2d_S\), of each F layer \(-d_F\). The center of the S layer corresponds to \(x = 0\). The thick arrows in the F layers denote the exchange fields \(\mathbf{h}\) lying in the \((y, z)\) plane. The angle between the in-plane exchange fields is \(2\alpha\).

\[
\hat{F} = \begin{pmatrix} f_{\uparrow \uparrow} \\ f_{\uparrow \downarrow} \\ f_{\downarrow \uparrow} \\ f_{\downarrow \downarrow} \end{pmatrix},
\]

\[
\frac{D}{2} \frac{d^2 \hat{F}}{dx^2} - |\omega_n| \hat{F} + \Delta \hat{\sigma}_3 - \frac{i}{2} \text{sgn} \omega_n \left( \hat{F} \hat{H}^* + \hat{H} \hat{F} \right) = 0,
\]

(2.43)

Here \(D\) is the diffusion constant (\(D_S\) and \(D_F\) for the S and F layers), \(\omega_n = \pi T(2n + 1)\) are the Matsubara frequencies, and \(\hat{\sigma}_3\) is the third Pauli matrix. The function \(\hat{F}\) is a matrix in the spin space. The \(f_{\uparrow \uparrow}\) and \(f_{\uparrow \downarrow}\) components describe the triplet superconducting correlations. In the P and AP cases it is sufficient to consider only the scalar equation for the singlet component \(f_{\uparrow \downarrow}\).

Equation (2.43) is written in the general case when both order parameter and exchange field are present. In our system, in the F layers the order parameter is absent, \(\Delta = 0\), while

\[
\hat{H} = \mathbf{h} (\hat{\sigma}_2 \sin \alpha + \hat{\sigma}_3 \cos \alpha)
\]

(2.44)

at the exchange field \(\mathbf{h} = h(0, \sin \alpha, \cos \alpha)\). \(h\) is the exchange energy, and \(\alpha\) describes the direction of the in-plane magnetization.

In the S layer, the exchange energy is zero, while the superconducting order parameter obeys the self-consistency equation

\[
\Delta \ln \frac{T_{cS}}{T} = \pi T \sum_{\omega_n} \left( \frac{\Delta}{|\omega_n|} - f_{\uparrow \downarrow} \right),
\]

(2.45)

where \(T_{cS}\) is the critical temperature of the S material. In the case of a single S layer, \(\Delta\) can be chosen real.

The boundary conditions at the outer surfaces of the trilayer are

\[
\frac{d\hat{F}_F}{dx} = 0,
\]

(2.46)
while at the SF interfaces
\[ \xi_S \frac{d\hat{F}_S}{dx} = \gamma\xi_F \frac{d\hat{F}_F}{dx}, \quad \gamma = \frac{\rho S\xi_S}{\rho F\xi_F}, \quad (2.47) \]
\[ \pm \xi_F \gamma_B \frac{d\hat{F}_F}{dx} = \hat{F}_S - \hat{F}_F, \quad \gamma_B = \frac{R_BA}{\rho F\xi_F}. \quad (2.48) \]

Here \( \xi_S(F) = \sqrt{D_S(F)/2\pi T_c} \) and \( \rho_S(F) \) are the coherence lengths and the normal state resistivities of the S and F metals, \( R_B \) is the total resistance of the SF boundary, and \( A \) is its area. The \( \pm \) sign in the l.h.s. of Eq. (2.48) refers to the left and right SF interface, respectively. The above boundary conditions were derived for SN interfaces \[21\] (N is a normal metal); their use in the SF case is justified by the small parameter \( h/E_F \ll 1 \) (\( E_F \) is the Fermi energy).

Our strategy is to reduce the problem to the S layer only, with effective boundary conditions.

We expand the Green function \( \hat{F} \) in the basis of the Pauli matrices \( \hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3 \), and the unit matrix \( \hat{\sigma}_0 \). It can be shown that the solution has the form
\[ \hat{F} = f_0 \hat{\sigma}_0 + f_1 \hat{\sigma}_1 + f_3 \hat{\sigma}_3. \quad (2.49) \]
The \( f_0 \) component is imaginary, while \( f_1 \) and \( f_3 \) are real. The relations \( f_0(-\omega_n) = -f_0(\omega_n), f_1(-\omega_n) = -f_1(\omega_n), f_3(-\omega_n) = f_3(\omega_n) \) make it sufficient to consider only positive Matsubara frequencies.

The \( f_1 \) component describes a special type of triplet condensate \[27\] \[29\], odd in frequency \( [f_1(-\omega_n) = -f_1(\omega_n)] \) and even in the relative momentum of electrons in the Cooper pair,\(^1\) which is similar to the one proposed by Berezinskii \[37\]. It is independence on the momentum direction that allows the triplet condensate to survive in the diffusive limit, in contrast to the standard (odd in momentum) case \[58\]. This Berezinskii-type triplet phase is characterized by zero orbital momentum of the triplet Cooper pairs. The odd dependence on frequency implies (spontaneous) breaking of the time-reversal symmetry.

Equation (2.47) yields three coupled scalar equations (we consider \( \omega_n > 0 \)):
\[ \frac{D}{2} \frac{d^2 f_0}{dx^2} - \omega_n f_0 - ih f_3 \cos \alpha = 0, \]
\[ \frac{D}{2} \frac{d^2 f_1}{dx^2} - \omega_n f_1 + h f_3 \sin \alpha = 0, \quad (2.50) \]
\[ \frac{D}{2} \frac{d^2 f_3}{dx^2} - \omega_n f_3 - ih f_0 \cos \alpha - h f_1 \sin \alpha + \Delta = 0. \]

Analyzing symmetries implied by Eqs. (2.50) and geometry of the system, we conclude that \( f_0(x) = f_0(-x), f_1(x) = -f_1(-x), f_3(x) = f_3(-x) \). Thus we can consider only one half of the system, say \( x < 0 \), while the boundary conditions at \( x = 0 \) are
\[ \frac{df_0}{dx} = 0, \quad f_1 = 0, \quad \frac{df_3}{dx} = 0. \quad (2.51) \]
\(^1\)The relative momentum of electrons in the Cooper pair should not be confused with the momentum corresponding to the \( x \) coordinate. The latter describes the center of mass of the Cooper pair, while the relative momentum is not an argument of the quasiclassical Green functions which are integrated over it.
Below we shall use the following wave vectors:

\[ k_F = \sqrt{2\omega_n/D_F}, \quad k_h = \sqrt{h/D_h}, \quad \bar{k}_h = \sqrt{k_F^2 + 2ik_h^2}, \]
\[ k_S = \sqrt{2\omega_n/D_S}. \quad (2.52) \]

The solution in the left F layer, satisfying the boundary condition (2.46), has the form

\[ \tilde{F}_F = C_1 (i\tilde{\sigma}_0 \sin \alpha + \tilde{\sigma}_1 \cos \alpha) \cosh [k_F (x + d_S + d_F)] + 
+ C_2 (\tilde{\sigma}_0 \cos \alpha + i\tilde{\sigma}_1 \sin \alpha + \tilde{\sigma}_3) \cosh [\bar{k}_h (x + d_S + d_F)] + 
+ C_3 (\tilde{\sigma}_0 \cos \alpha + i\tilde{\sigma}_1 \sin \alpha - \tilde{\sigma}_3) \cosh [\bar{k}_h^* (x + d_S + d_F)]. \quad (2.53) \]

The matrix boundary condition (2.48) yields three scalar equations, which allow to express the coefficients \( C_1, C_2, C_3 \) in terms of the components \( f_0, f_1, f_3 \) of the Green function on the S side of the FS interface:

\[ C_1 = \frac{-if_0 \sin \alpha + f_1 \cos \alpha}{1 + \gamma_B A_F}, \]
\[ C_2 = \frac{f_0 \cos \alpha - if_1 \sin \alpha + f_3}{2 (1 + \gamma_B A_h)}, \quad (2.54) \]
\[ C_3 = \frac{f_0 \cos \alpha - if_1 \sin \alpha - f_3}{2 (1 + \gamma_B A_h^*),} \]

where we have introduced the following notations:

\[ A_F = k_F \xi_F \tanh(k_F d_F), \quad A_h = \bar{k}_h \xi_F \tanh(\bar{k}_h d_F), \]
\[ V_F = \frac{\gamma A_F}{1 + \gamma_B A_F}, \quad V_h = \frac{\gamma A_h}{1 + \gamma_B A_h}. \quad (2.55) \]

Then the boundary condition (2.44) yields

\[ \xi_S \frac{df_0}{dx} = f_0 (V_F \sin^2 \alpha + \Re V_h \cos^2 \alpha) - 
- if_1 (V - \Re V_h) \sin \alpha \cos \alpha + if_3 \Im V_h \cos \alpha, \quad (2.56) \]
\[ \xi_S \frac{df_1}{dx} = if_0 (V_F - \Re V_h) \sin \alpha \cos \alpha + 
+ f_1 (V_F \cos^2 \alpha + \Re V_h \sin^2 \alpha) + f_3 \Im V_h \sin \alpha, \quad (2.57) \]
\[ \xi_S \frac{df_3}{dx} = if_0 \Im V_h \cos \alpha - f_1 \Im V_h \sin \alpha + f_3 \Re V_h. \quad (2.58) \]

Thus the Green function of the F layer is eliminated, and we obtain equations for the S layer only. Moreover, we can proceed further, because in the S layer the unknown function \( \Delta(x) \) (which must be determined self-consistently) only enters the equation for the \( f_3 \) component [the last of Eqs. (2.50)]. At the same time, taking boundary conditions (2.51) into account, we can write \( f_0 = B_0 \cosh(k_S x), \quad f_1 = B_1 \sinh(k_S x). \)
Excluding $B_0$ and $B_1$ from the boundary conditions (2.56–2.58), we arrive at the effective boundary condition for $f_3$:

$$\xi_S \frac{df_3}{dx} = W f_3,$$

where

$$W = \text{Re} V_h + \frac{(\text{Im} V_h)^2}{k_s \xi \alpha A(\alpha) + \text{Re} V_h},$$

and the angular dependence is determined by

$$A = \frac{k_s \xi \alpha \tanh(k_s d_s) + V_F \left[ \sin^2 \alpha + \tanh^2(k_s d_s) \cos^2 \alpha \right]}{k_s \xi \alpha \left[ \cos^2 \alpha + \tanh^2(k_s d_s) \sin^2 \alpha \right] + V_F \tanh(k_s d_s)}.$$

Effectively, we obtain the following problem:

$$\Delta \ln \frac{T_c S}{T} = 2\pi T \sum_{\omega_n > 0} \left( \Delta \frac{\omega_n}{\omega_n} - f_3 \right),$$

$$\frac{D_S}{2} \frac{d^2 f_3}{dx^2} - \omega_n f_3 + \Delta = 0,$$

$$\xi_S \frac{df_3(-d_S)}{dx} = W(\omega_n)f_3(-d_S), \quad \frac{df_3(0)}{dx} = 0.$$

All information about the F layers is contained in a single function $W$, all information about the misorientation angle $\alpha$ in its part $A(\alpha)$. Knowledge of $W$ is already sufficient to draw several general conclusions about the behavior of $T_c$. First, if the S layer is thick, i.e. $d_s \gg \xi_S$, then $\tanh(k_s d_s) \approx 1$ at characteristic frequencies, and $T_c$ does not depend on $\alpha$. Qualitatively, this happens because the effect of mutual orientation of the F layers is due to "interaction" between the two SF interfaces, which is efficient only in the case of thin S layer. Second, $T_c$ does not depend on $d_F$ if $d_F \gg \xi_S$. Qualitatively, this is due to the fact that the superconducting correlations penetrate from the S to F layer only on the scale $\xi_S$, and if $d_F$ is even larger, it does not affect $T_c$.

The triplet component is "nonmonotonic" as a function of $\alpha$: it vanishes at $\alpha = 0$ and $\alpha = \pi/2$ (P and AP case, respectively), and arises only between the two boundary values. However, the $T_c(\alpha)$ dependence is always monotonic ($T_c$ monotonically grows with increasing $\alpha$). It can be directly proven from the monotonic behavior of $A(\alpha)$, and, hence, $W$. This rigorously derived conclusion disproves the result obtained by the approximate single-mode method in Ref. 32, where it was claimed that $T_c$ in the AP configuration can be smaller than in the P case.

2.2.3 Numerical results in the general case

At arbitrary parameters of the system, the effective problem (2.62–2.64) can be solved numerically by the methods developed in Secs. 2.1.3 2.1.4.

Numerical results obtained by the exact methods are shown in Figs. 2.10 2.11. A question arises: why is there pronounced angular dependence in the case $d_s > \xi_S$,
Figure 2.10: Critical temperature $T_c$ vs. thickness of the F layers $d_F$, which is normalized on the wavelength of the singlet component oscillations $\lambda_h = 2\pi/k_h$. Parameters $d_S/\xi_S = 1.2, h/\pi T_c S = 6.8, \gamma = 0.15, \gamma_B = 0.02$ are close to the experiment [11]. The curves are calculated at different angles $2\alpha$ between the in-plane exchange fields in the F layers. A minimum of the $T_c(d_F)$ dependence and reentrant behavior were obtained for collinear orientations in Refs. [4, 15, 16].

When the S layer is not thin? The answer is that the condition $d_S \ll \xi_S = \sqrt{D_S/2\pi T_c S}$ is a sufficient condition of thin S layer, whereas the necessary condition is weaker: $d_S \ll \xi = \sqrt{D_S/2\pi T_c}$, since the characteristic energy for a particular system is $\pi T_c$ with its own value of $T_c$. The two conditions become essentially different if $T_c$ is notably suppressed, and in this case $T_c$ can exhibit pronounced angular dependence at $d_S \ll \xi$, while it is possible to have $d_S > \xi_S$.

Experimentally, the conditions for observing the angular dependence of $T_c$ are more easily met when $T_c$ is essentially (but not completely) suppressed. Accordingly, the effect of $\alpha$ on $T_c(d_F)$ dependence is most pronounced near the reentrant behavior. Experimental detection of the reentrant behavior was reported in Ref. [39].

2.2.4 Analytical results for the case of thin S layer

If $d_S \ll \xi_S$, then $\Delta$ is constant. The Usadel equation can be solved, and the equation determining $T_c$ takes the form

$$\ln \frac{T_{cS}}{T_c} = 2\pi T_c \sum_{\omega_n > 0} \left( \frac{1}{\omega_n} - \frac{1}{\omega_n + W\pi T_c S/\xi_S/d_S} \right),$$

where $W$ is given by Eq. (2.54) with simplified function $A(\alpha)$:

$$A = \frac{k_B^2 \xi_S d_S + V_F \left[ \sin^2 \alpha + (k_S d_S)^2 \cos^2 \alpha \right]}{k_S \xi_S \left[ \cos^2 \alpha + (k_S d_S)^2 \sin^2 \alpha \right] + V_F k_S d_S}.$$

$$2.66$$
For the P and AP alignments, under additional assumption of strong ferromagnetism ($h \gg \pi T_{cS}$), we obtain:

$$\ln \frac{T_{cS}}{T_c} = \text{Re} \psi \left( 1 - \frac{V_h \xi_S T_{cS}}{2 d_S T_c} \right) - \psi \left( \frac{1}{2} \right),$$

(2.67)

$$\ln \frac{T_{cS}}{T_{cAP}} = \psi \left( 1 + \frac{W \xi_S T_{cS}}{2 d_S T_c} \right) - \psi \left( \frac{1}{2} \right),$$

(2.68)

where $\psi$ is the digamma function, $V_h$ is determined by Eqs. (2.55) with $k_h = (1+i)k_b$, and in the region of parameters, where $T_c \neq 0$ [the corresponding conditions can be extracted from the results for the critical thickness — see Eqs. (2.40), (2.41) below], we may write

$$W = \text{Re} V_h + \frac{d_S}{\xi_S} (\text{Im} V_h)^2.$$  

(2.69)

Due to symmetry, the result for the P case (2.67) reproduces that for the SF bilayer with S layer of thickness $d_S$ [Eq. (1.2)]. In the AP case, if the second terms in the r.h.s. of Eq. (2.69) can be neglected (e.g., at $k_b d_F \gg 1$ in the region of parameters where $T_c \neq 0$), then $W = \text{Re} V_h$ and we reproduce the result of Ref. [33]. However, the second term becomes essential in the Cooper limit, defined by conditions $d_S \ll \sqrt{D_S/2 \omega_D}$, $d_F \ll \min\left(\sqrt{D_F/2 \omega_D}, k^{-1}_h\right)$, $\gamma_B = 0$, with $\omega_D$ the Debye energy of the S material. In this case $\text{Re} V_h = 0$ and Eqs. (2.68), (2.69) reproduce the result of Tagrov [1].

The critical thickness $d_{cS}$ of the S layer, below which the superconductivity van-

Figure 2.11: $T_c$ vs. misorientation angle $2\alpha$. The curves correspond to different thicknesses of the F layers $d_F$. The parameters are the same as in Fig. 2.10

![Graph showing $T_c$ vs. $2\alpha$ for different $d_F$ values.](image-url)
ishes, immediately follows from Eqs. (2.67), (2.68) for the P and AP cases:\(^2\)
\[
\frac{\partial S}{\xi_S} = 2 \exp(C) |V_h|, \quad \frac{\partial S}{\xi_S} = 2 \exp(C) W
\]  
(2.70)

at
\[
\frac{\partial S}{\xi_S} \ll 1.
\]  
(2.71)

Here \(C \approx 0.577\) is Euler's constant. Condition (2.71) is necessary for applicability of Eqs. (2.70). If this condition is not satisfied, then Eqs. (2.70) only tell us that at \(\partial S/\xi_S \ll 1\) the superconductivity is certainly absent, i.e., \(T_c = 0\). According to the monotonic growth of \(T_c(\alpha)\), the function \(\partial S(\alpha)\) decreases monotonically, hence \(\partial S > \partial S\). At \(\gamma_B = 0\), \(k_B d_F \gg 1\), Eqs. (2.70) reproduce the results of Ref. 36 for the P and AP cases.

The \(T_c(\alpha)\) dependence can be most easily studied in the Cooper limit. In this case a simple analysis can be done already on the level of the Usadel equations, and the system is described as a uniform layer with the effective exchange energy\(^3\)
\[
h_{\text{eff}} = \frac{T_F}{T_S} \hbar \cos \alpha,
\]  
(2.72)

where \(\tau_{S(F)} = 2d_{S(F)}R_{B,A}/\rho_{S(F)}D_{S(F)}\) (similarly to Eqs. (1.31)). The accuracy of this result is limited to the first order over \(\hbar\), which becomes insufficient in the vicinity of \(\alpha = \pi/2\). At \(\alpha = \pi/2\), the first-order effect of \(h\) vanishes, while a more accurate analysis (Ref. 4 and Eqs. (2.68), (2.69)) reveals the second-order effect of \(h\) on \(T_c\).

Let us now consider the same limit as in Ref. 36:
\[
d_S \ll \xi_S, \quad k_B d_F \gg 1, \quad h \gg \pi T_c, \quad \gamma_B = 0,
\]  
(2.73)

\[
\gamma k_h \xi_F d_S / \xi_S \ll 1.
\]  
(2.74)

The condition to have superconductivity at least at some orientations has the form \(\partial S < d_S \ll \xi_S\), and in the case under discussion, Eqs. (2.70), (2.71) yield:
\[
2 \exp(C) \gamma k_h \xi_F d_S / \xi_S < 1,
\]  
(2.75)

hence condition (2.71) becomes redundant.

Starting from Eqs. (2.66), (2.66), (2.66), we finally obtain the following equation for \(T_c\):
\[
\ln \frac{T_c}{T_c} = Q \psi \left( \frac{1}{2} + \frac{\Omega_1}{2\pi T_c} \right) + R \psi \left( \frac{1}{2} + \frac{\Omega_2}{2\pi T_c} \right) - \psi \left( \frac{1}{2} \right),
\]  
(2.76)

\(^2\)When calculating \(\partial S\), we assume that the phase transition is of the second order. However, this issue may require a separate study. In principle, under some circumstances, the order of the phase transition in SF systems can change from second to first one — see Sec. (2.14).

\(^3\)Since \(\omega_n\) was neglected in comparison with \(\hbar\) in the Usadel equation, the result of the Cooper limit is valid only at \(\tau_S \gg \tau_F\).
Figure 2.12: Critical thickness of the S layer $d_{cS}$ vs. misorientation angle $2\alpha$. Dashed line is the result of Baladié et al. [29], obtained without account of the triplet component.

where

$$Q = \frac{1}{2} + \frac{\sin^2 \alpha}{2\sqrt{\sin^4 \alpha - 4\cos^2 \alpha}}, \quad R = 1 - Q,$$

$$\Omega_{1,2} = \frac{d_0}{d_S} \pi T_{cS} \left(1 + \cos^2 \alpha \pm \sqrt{\sin^4 \alpha - 4\cos^2 \alpha}\right), \quad (2.77)$$

$$d_0 = \gamma k_h \xi F_{\xi S}/2.$$  

In the P and AP cases, where the triplet component is absent, Eqs. (2.76), (2.77) reproduce the results of Refs. [31][36]. At the same time, at a noncollinear alignment the results are clearly different.

The critical thickness is found from Eqs. (2.76), (2.77):

$$\frac{d_{cS}(\alpha)}{d_0} = 4\sqrt{2} \exp(C) \cos \alpha \frac{1 + \cos^2 \alpha + \sqrt{\sin^4 \alpha - 4\cos^2 \alpha}}{1 + \cos^2 \alpha - \sqrt{\sin^4 \alpha - 4\cos^2 \alpha}} \frac{\sin^2 \alpha}{2\sqrt{\sin^4 \alpha - 4\cos^2 \alpha}}. \quad (2.78)$$

Although the square root in this expression can become imaginary, the whole expression remains real ($z^3$ is real if $|z| = 1$). Figure 2.12 illustrates the result (2.78).

2.2.5 Conditions of existence of the odd triplet superconductivity in SF multilayers

Now we turn to analyze the conditions of applicability for the results reported in Ref. [29]. A noncollinear FSF trilayer is a unit cell of the multilayered structure
studied in that work. The main result of Ref. [29], the Josephson current due to the long-range triplet component, requires that the S layer is thin $d_S \ll \xi_S$, while the F layers are thick for the singlet component and moderate for the triplet one: $k_F^{-1} \ll \xi_F < d_F$ [29]. In this case the condition that superconductivity is not completely suppressed at least in the vicinity of the AP alignment [Eqs. (2.70), (2.71)] takes the form
\[
4 \exp(C) \gamma k_F \xi_F \frac{1 + 2 \gamma_B k_F \xi_F}{(1 + 2 \gamma_B k_F \xi_F)^2 + 1} < \frac{d_S}{\xi_S} \ll 1. \tag{2.79}
\]
At $\gamma_B = 0$ (as it was assumed in Ref. [29]), this yields
\[
2 \exp(C) \gamma k_F \xi_F < \frac{d_S}{\xi_S} \ll 1, \tag{2.80}
\]
which is a rather strong condition for $\gamma$, since $k_F \xi_F \gg 1$. Finite interface resistance relaxing this condition: already at $\gamma_B \gtrsim 1$, Eq. (2.79) yields
\[
2 \exp(C) \frac{\gamma}{\gamma_B} < \frac{d_S}{\xi_S} \ll 1. \tag{2.81}
\]
The condition that superconductivity exists at all orientations has the form similar to Eq. (2.79) but with the corresponding expression for $d_S^{AP}$ instead of $d_S$ in the l.h.s. This only leads to a minor difference, since the two critical thicknesses are of the same order: $d_S^{AP} = \sqrt{2} d_S^{AP}$ at $\gamma_B = 0$, while $d_S^{AP} = d_S^{AP}$ at $\gamma_B > 1$.

### 2.2.6 Conclusions

In this section, we have studied $T_c$ of a FS trilayer as a function of its parameters, in particular, the angle $2\alpha$ between magnetizations of the F layers. At noncollinear orientation of magnetizations, we take into account the triplet superconducting component generated in the system due to nonlocality of the Andreev reflection.

The $T_c(\alpha)$ dependence becomes pronounced when the S layer is thin, and can lead to switching between superconducting and non-superconducting states as the angle is varied. In the general case, we reduce the problem to the form that allows us to employ the exact numerical methods of Sec. 2.1. In the most interesting limiting cases, we analytically analyze $T_c$ and the critical thickness of the S layer.

Our results directly apply to multilayered SF structures, where a FS trilayer is a unit cell. We have formulated the conditions which are necessary for existence of recently investigated odd triplet superconductivity in SF multilayers [29]. The conditions are severe in the case of transparent interfaces, but become realizable at moderate interface transparency.
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Chapter 3

Josephson effect in SFS junctions

3.1 Critical current in SFIFS junctions

3.1.1 Introduction

Josephson structures involving ferromagnets as weak link material are presently a subject of intensive study. The possibility of the so-called "π-state", characterized by the negative sign of the critical current $I_c$, was theoretically predicted in SFS Josephson junctions \[1\] \[2\] \[3\] \[4\] \[5\] \[6\] \[7\] \[8\] \[9\] \[10\] \[11\] \[12\]. The first experimental observation of the crossover from $0$- to $\pi$-state was reported by Ryazanov et al. \[11\] and explained in terms of temperature-dependent spatial oscillations of induced superconducting ordering in the diffusive $F$ layer.

More recently a number of new phenomena was predicted in junctions with more than one magnetically ordered layer. First, the crossover to the $\pi$-state was predicted in Ref. \[9\] for the case of parallel magnetizations in SFIFS Josephson junctions even in the absence of the order parameter oscillations in thin $F$ layers. Second, the possibility of the critical current enhancement by the exchange field in SFIFS junctions with thin $F$ layers and antiparallel magnetization directions was discussed in the regimes of small $S$ layer thicknesses \[12\] and bulk $S$ electrodes \[13\]. However, in the case of thin $S$ layers, Ref. \[13\] dealt with an idealized model in the tunneling limit, which lead to a divergency of the critical current at zero temperature; moreover, the physical mechanisms of the discovered enhancement effect were unclear. At the same time, for the bulk $S$ case an approximate method was used in Refs. \[9\] \[11\] and a part of the results was obtained beyond its applicability range (this will be shown below — see discussion of Fig. \[9\]).

The above intriguing scenario motivated us to attack the problem of the Josephson effect in SFIFS junctions by self-consistent solution of the Usadel equations for arbitrary thicknesses of the $F$ layers and arbitrary barrier transparencies. Below we show that the $0$-$\pi$ transition in the case of parallel orientation of the exchange fields $h$ or enhancement of $I_c$ by $h$ in the antiparallel case with thin $F$ layers occur when the effective energy shift in the ferromagnets (due to the exchange field) becomes equal to a local value of the effective energy gap induced into the $F$ layers. Under this condition a peak in the local density of states (DoS) near the SF interfaces is shifted
Figure 3.1: Types of SFS systems considered in the present chapter.
to zero energy. In the models with DoS of the BCS type this leads to a logarithmic divergency of \( I_c \) in the antiparallel case at zero temperature, similarly to the well known Riedel singularity of the ac supercurrent in SIS tunnel junctions at voltage \( eV = 2\Delta \).

We also describe the general numerical method to solve the problem self-consistently and apply it for quantitative description of the 0–\( \pi \) transition and \( I_c \) enhancement in SFIS junctions.

3.1.2 Model

We consider the structure of SFIS type, where I is an insulating barrier of arbitrary strength (see Fig. 3.1h). We assume that the S layers are bulk and that the dirty limit conditions are fulfilled in the S and F metals. Although our method is applicable in the general situation of different ferromagnets and superconductors, for simplicity below we illustrate our results in the case when equivalent S and F materials are used on both sides of the structure (although the directions of the exchange field in the two F layers may be different), both F layers have the thickness \( d_F \), and the two SF interfaces have the same transparency. At the same time, we do not put any limitations on \( d_F \) and the transparency.

The Usadel functions \( G, F, \bar{F} \) obey the normalization condition \( G^2 + F\bar{F} = 1 \), which allows the following parameterizations in terms of the new function \( \Phi \):

\[
G(\omega_n) = \frac{\bar{\omega}_n}{\sqrt{\bar{\omega}_n^2 + \Phi(\omega_n)\Phi^*(-\omega_n)}}, \quad F(\omega_n) = \frac{\Phi(\omega_n)}{\sqrt{\omega_n^2 + \Phi(\omega_n)\Phi^*(-\omega_n)}}, \quad (3.1)
\]

\[
\bar{F}(\omega_n) = F^*(-\omega_n).
\]

The quantity \( \bar{\omega}_n = \omega_n + i\hbar \) corresponds to the general case when the exchange field \( h \) is present. However, in the S layers \( h = 0 \) and we have simply \( \bar{\omega}_n = \omega_n \).

We choose the \( x \) axis perpendicular to the plane of the interfaces with the origin at the barrier I. The Usadel equations (17) in the S and F layers have the form

\[
\xi_s^2 \frac{\pi T_c}{\omega_n G_S} \frac{\partial}{\partial x} \left[ G_S^2 \frac{\partial}{\partial x} \Phi_S \right] = -\Phi_S = -\Delta, \quad (3.2)
\]

\[
\xi_f^2 \frac{\pi T_c}{\omega_n G_F} \frac{\partial}{\partial x} \left[ G_F^2 \frac{\partial}{\partial x} \Phi_F \right] = -\Phi_F = 0, \quad (3.3)
\]

where \( T_c \) is the critical temperature of the superconductors, \( \Delta \) is the order parameter (which is nonzero only in the S layers), \( \omega_n \) is the Matsubara frequency, and the coherence lengths \( \xi \) are related to the diffusion constants \( D \) as \( \xi(S,F) = \sqrt{D_{S,F}}/2\pi T_c \).

The order parameter satisfies the self-consistency equations

\[
\Delta \ln \frac{T}{T_c} + \pi T \sum_{\omega_n} \frac{\Delta - G_S \Phi_S \text{sgn} \omega_n}{|\omega_n|} = 0. \quad (3.4)
\]

We restrict ourselves to the cases of parallel and antiparallel orientations of the exchange fields \( h \) in the ferromagnets.
The boundary conditions at the SF interfaces \((x = \mp d_F)\) have the form (3.5) (see Ref. [19] for details)

\[
\frac{\xi_S G_S^2}{\omega_n} \frac{\partial}{\partial x} \Phi_S = \gamma \frac{\xi_F G_F^2}{\bar{\omega}_n} \frac{\partial}{\partial x} \Phi_F, \\
\pm \gamma_B \frac{\xi_F G_F}{\bar{\omega}_n} \frac{\partial}{\partial x} \Phi_F = G_S \left( \frac{\Phi_F}{\bar{\omega}_n} - \frac{\Phi_S}{\omega_n} \right),
\]

(3.5)  

(3.6)  

with \(\gamma_B = \frac{R_B A}{\rho_F \xi_F}, \quad \gamma = \frac{\rho_S \xi_S}{\rho_F \xi_F}\),

where \(R_B\) and \(A\) are the resistance and the area of the SF interfaces; \(\rho_S(F)\) is the resistivity of the S (F) layer. At the I interface \((x = 0)\) the boundary conditions read

\[
\frac{G_{F,1}^2}{\omega_{n,1}} \frac{\partial}{\partial x} \Phi_{F,1} = \frac{G_{F,2}^2}{\omega_{n,2}} \frac{\partial}{\partial x} \Phi_{F,2}, \\
\gamma_{B,I} \frac{\xi_F G_{F,1}}{\omega_{n,1}} \frac{\partial}{\partial x} \Phi_{F,1} = G_{F,2} \left( \frac{\Phi_{F,2}}{\omega_{n,2}} - \frac{\Phi_{F,1}}{\omega_{n,1}} \right),
\]

(3.7)  

(3.8)  

with \(\gamma_{B,I} = \frac{R_{B,I} A}{\rho_F \xi_F}\),

where the indices 1, 2 refer to the left and right hand side of the I interface, respectively.

In the bulk of the S electrodes we assume a uniform current-carrying superconducting state

\[
\Phi(x = \mp \infty) = \frac{\Delta_0 \exp \left( i \frac{\varphi}{2} + 2 m v_s x \right)}{1 + 2 D_S m^2 v_s^2 / \sqrt{\omega_n^2 + |\Phi|^2}},
\]

(3.9)  

where \(m\) is the electron’s mass, \(v_s\) is the superfluid velocity, and \(\varphi\) is the phase difference across the junction.

The supercurrent density is constant across the system. In the F part it is given by the expression

\[
J = \frac{i \pi T}{2 e \rho} \sum_{\omega_n} G^2(\omega_n) \left[ \Phi_{\omega_n} \frac{\partial}{\partial x} \Phi_{\omega_n}^* - \Phi_{\omega_n}^* \frac{\partial}{\partial x} \Phi_{\omega_n} \right],
\]

(3.10)  

while analogous formula for the S part is obtained if we substitute \(\bar{\omega}_n \rightarrow \omega_n\). This expression, together with the boundary condition (3.5) and the symmetry relation \(F(-\omega_n, h) = F(\omega_n, -h)\), yields the formula for the supercurrent across the I interface:

\[
I = \left. \frac{\pi T}{e R_{B,I}} \right| \sum_{\omega_n} \text{Im} \left[ F_{F,1}^*(-h_1) F_{F,2}(h_2) \right]
\]

(3.11)  

[the functions \(F\) are related to \(\Phi\) via Eq. (3.1)].

### 3.1.3 Limit of thin F layers

Let us consider the limit of thin F layers: \(d_F \ll \min(\xi_F, \sqrt{D_F/2h})\). Under the condition \(\gamma_B / \gamma \gg 1\) we can neglect the suppression of superconductivity in the superconductors. We assume further that the transparency of the I barrier is small,
\[ \gamma_{B,I} \gg \max(1, \gamma_B), \] hence the SF bilayers are decoupled. In this case we can set \( v_n = 0 \) and expand the solution of Eq. (3.3) in the F layers up to the second order in small spatial gradients. Applying the boundary condition (3.5), we obtain the solution in the form similar to that in SN bilayer [20, 21]:

\[
\Phi_{F1,F2} = \frac{\bar{\omega}_{n1,2}/\omega_n}{1 + \gamma_{BM}\bar{\omega}_{n1,2}/\pi T_c G_S} \Delta_0 \exp(\mp i\varphi/2),
\]

with \( \gamma_{BM} = \gamma_B d_F/\xi_F, \ \ G_S = \frac{\omega_n}{\sqrt{\omega_n^2 + \Delta_0^2}}. \)

This solution corresponds to the \( \gamma_M = 0 \) limit of Refs. [19, 20, 21], therefore the analytical results (3.13)–(3.18) presented below are explicitly or implicitly contained in these works. We employ them to discover the physical mechanisms leading to the effects of the 0–\( \pi \) transition and the enhancement of the critical current by the exchange field.

Substituting Eq. (3.12) into the expression for the supercurrent (3.11) we obtain \( I(\varphi) = I_c \sin \varphi \). For the parallel orientation of the exchange fields, \( h_1 = h_2 = h \), the critical current is

\[
I_c^{(p)} = \frac{2\pi T}{e R_{B,1}} \sum_{\omega_n > 0} \frac{\Delta_0^2}{\Omega} \cdot \frac{A}{A^2 + B^2},
\]

while for the antiparallel orientation, \( h_1 = -h_2 = h \), we obtain

\[
I_c^{(a)} = \frac{2\pi T}{e R_{B,1}} \sum_{\omega_n > 0} \frac{\Delta_0^2}{\Omega} \cdot \frac{1}{\sqrt{A^2 + B^2}}.
\]

Here we have introduced the following notations:

\[
A = (\pi T_c)^2 \Omega - (\gamma_{BM} h)^2 \Omega + \gamma_{BM} \omega_n^2 (2 + \gamma_{BM} \Omega),
\]

\[
B = 2\omega_n h \gamma_{BM} \Omega (1 + \gamma_{BM} \Omega),
\]

\[
\Omega = \frac{\sqrt{\omega_n^2 + \Delta_0^2}}{\pi T_c}.
\]

At \( h/\pi T_c = 1/\gamma_{BM} \) and small \( \omega_n \), the expression under the sum in Eq. (3.14) behaves as \( 1/\omega_n \), thus at low \( T \) the critical current diverges logarithmically: \( I_c^{(a)} \propto \ln(T_c/T) \). This effect was pointed out in Refs. [19, 20, 21].

The above results become physically transparent in the real energy \( E \) representation. Performing the analytical continuation in Eqs. (3.11), (3.12) by replacement \( \omega_n \rightarrow -iE \), we obtain the expression for the DoS per one spin projection (spin "up")

\[
\nu_F(E) = \text{Re} \frac{\tilde{E}}{\sqrt{\tilde{E}^2 - \Delta_0^2}},
\]

\[
\tilde{E} = E + \gamma_{BM}(E - h) \frac{\sqrt{\Delta_0^2 - E^2}}{\pi T_c},
\]
which demonstrates the energy renormalization due to the exchange field. Equation 3.17 yields
\[
\nu_F(0) = \text{Re} \frac{\gamma_{BM} h / \pi T_c}{\sqrt{(\gamma_{BM} h / \pi T_c)^2 - 1}}.
\]
which shows that at \(h / \pi T_c = 1 / \gamma_{BM}\) the singularity in the DoS is shifted to the Fermi level. Exactly at this value of \(h / \pi T_c\) the maximum of \(I_c^{(a)}\) is achieved due to the overlap of two \(E^{-1/2}\) singularities. This leads to logarithmic divergency of the critical current (3.14) in the limit \(T \to 0\), similarly to the well known Riedel singularity of nonstationary supercurrent in SIS tunnel junctions at voltage \(eV = 2\Delta_0\), where the energy shift is due to the electric potential. At the same value of the exchange field \(h / \pi T_c = 1 / \gamma_{BM}\) the critical current changes its sign (i.e., the crossover from 0 to \(\pi\) contact occurs) for parallel magnetizations of the F layers [see Eq. (3.13)].

We emphasize that the scenario of the 0-\(\pi\) transition in our case differs from those studied before where the \(\pi\)-shift of the phase was either due to spatial oscillations of the order parameter in F layers (see, e.g., Ref. [11] and references therein) or due to the proximity-induced phase rotation in S layers [3]. In our case the phase does not change in either layer; instead, it jumps at the SF interfaces. This scenario is most clearly illustrated in the limit of large \(h\) where Eqs. (3.11), (3.12) yield \(F_F \propto -i\Delta \text{sign} h\) whereas \(F_S \propto \Delta\); thus the phase jumps by \(\pi/2\) at each of the SF interfaces, providing the total \(\pi\)-shift between \(F_{F1}(-h)\) and \(F_{F2}(h)\) [it is the phase difference between these two functions that determines the supercurrent according to Eq. (3.11)]. Physically, these jumps are not a property of the SF interfaces as such. Indeed the condition for the 0-\(\pi\) transition is determined by the \(\gamma_{BM}\) parameter, which depends on both the interface transparency and the thickness of the F layer. Probably, the \(\pi/2\) phase is acquired due to multiple passage of quasiparticles, reflected at the SF interface, through the F layer (while only a very small phase is acquired at a single passage).

The considered effects take place only for sufficiently low I-barrier transparency. Indeed, it follows from Eq. (3.12) that \(G_F(\omega_n) \propto 1 / \sqrt{\omega_n}\) for small \(\omega_n\) under condition \(h / \pi T_c = 1 / \gamma_{BM}\). As a result, the boundary condition (3.8) yields that at
\[
\frac{\omega_n}{\pi T_c} \leq \min \left( \frac{\xi_F}{d_F\gamma_{B,I}}, \frac{\gamma_B}{\gamma_{B,I}} \right)
\]
the solutions (3.12) are not valid, since in this frequency range the effective transparency of the I interface (the parameter \(G_F(\gamma_{B,I})\) increases and the spatial gradients in the F layers become large, similarly to the Kufik-Omel'yanchuk case [21] [22]. At these frequencies, the Green functions \(\tilde{G}, \tilde{F}\) (and hence the contribution to the critical current from these frequencies) are \(h\)-independent. As a result, the barrier transparency parameter \(\gamma_{B,I}\) provides the cutoff of the low-temperature logarithmic singularity of \(I_c^{(a)}\) at \(h / \pi T_c = 1 / \gamma_{BM}\) [see Eq. (3.13)]. According to Eq. (3.19), the critical current saturates at low temperature \(T^* = T_c \min(\xi_F / d_F\gamma_{B,I}, \gamma_B / \gamma_{B,I})\). We note that any asymmetry in the SFIFS junction will also lead to the cutoff of \(I_c^{(a)}\) divergence. The above estimates are done for the case of low barrier transparency, \(\xi_F / d_F\gamma_{B,I} \ll 1\) and \(\gamma_B / \gamma_{B,I} \ll 1\). The opposite regime of high transparency requires separate study.
Figure 3.2: Enhancement of the critical current (antiparallel magnetizations, solid lines) and the 0–π transition at which $I_c$ changes its sign (parallel magnetizations, dashed lines) in the SFIFS junction at $T/T_c = 0.05$, $\gamma_{BM} = 1$, and $\gamma_M = 0$. Inset: the same for large values of $\gamma_M$. Note that the limit $d_F/\xi_F = 0$ is taken at fixed $\gamma_{BM} = \gamma_B d_F/\xi_F$. Since it is $\gamma_{BM}$ that determines the strength of the proximity effect in the limit of thin F layers, $I_c$ demonstrates dependence on $h$.

### 3.1.4 General case

For arbitrary F-layer thicknesses and the interface parameters, we solved the boundary problem (3.1)–(3.3) numerically using an iterative procedure. Starting from trial values of the complex order parameters $\Delta$ and the Green functions $G_{S,F}$ we solve the resulting linear equations and the boundary conditions for the functions $\Phi_{S,F}$. After that we recalculate $G_{S,F}$ and $\Delta$. Then we repeat the iterations until convergence is reached. The self-consistency of calculations is checked by the condition of conservation of the supercurrent (3.10) across the junction. We emphasize that our method is fully self-consistent: in particular, it includes the self-consistency over the superfluid velocity $v_s$, which is essential (contrary to the constriction case) in the quasi-one-dimensional geometry.

Figure 3.2 shows $L_c(h)$ dependencies calculated at $T = 0.05 T_c$ from the numerical solution of the boundary problem (3.1)–(3.3) for the fixed value of $\gamma_{BM} = 1$ and a set of different F-layers thicknesses and the SF interface parameters $\gamma$. The normal junction resistance is $R_N = R_{B,1} + 2 R_B + 2 \rho_F d_F / A$. The curves $d_F/\xi_F = 0$ are the limits of vanishing $d_F/\xi_F$ ratio at fixed $\gamma_{BM}$ and are calculated from Eqs. (3.10), (3.13). For thin F layers the results depend only on the combination $\gamma_M = \gamma d_F/\xi_F$. The enhancement of $I_c$ and the crossover to the $\pi$-state are clearly seen for the antiparallel and parallel orientations, respectively. In accordance with the estimates given above, these effects take place for the values of the exchange field $h$ close to $\pi T_c$. The enhancement disappears with increasing gradients in the F layers since the
Figure 3.3: Enhancement of the critical current (antiparallel magnetizations, solid lines) and the 0-π transition at which $I_c$ changes its sign (parallel magnetizations, dashed lines) in the SFIFS junction: influence of temperature and barrier transparency. The dotted line corresponds to $T/T_c = 0.01$ and $\xi_F/d_F\gamma_{B,I} = 0$; the parameters for other curves are given in the figure.

solution Eq. (3.12) loses its validity. This is illustrated in Fig. 3.2 by increasing the thickness $d_F$ or $\gamma_M$.

Thus in the case of large $\gamma_M$ the enhancement effect is absent, in contrast to the statement of Ref. [16]. This contradiction is due to the fact that the calculation in the large $\gamma_M$ limit in Ref. [16] is valid only at $T \gg T_c/\gamma_M^2$, whereas the effect of $I_c^{(a)}$ enhancement exists only at small $T$. Therefore the enhancement effect at large $\gamma_M$ and small $T$ in Ref. [16] was obtained beyond the applicability range of the approximate method. At the same time, at small $\gamma_M$, the $I_c(h)$ dependencies in Refs. [6][16] are qualitatively correct but quantitatively inaccurate because in the approximate analytical calculation the correction over small $\gamma_M$ was taken into account only in the Green function but not in the order parameter $\Delta$. The accurate calculation requires to consider this correction self-consistently (similarly to Ref. [23]).

Influence of temperature and barrier transparency on the critical current anomaly is shown in Fig. 3.3. One can see that, in accordance with the above estimate, the cutoff of $I_c^{(a)}$ singularity is provided by finite temperature or barrier transparency. Namely, with the decrease of the barrier strength parameter $\gamma_{B,I}$ the peak magnitude starts to drop when the ratio $d_F\gamma_{B,I}/\xi_F$ becomes comparable to $T/T_c$. With further decrease of $d_F\gamma_{B,I}/\xi_F$ the singularity disappears, while the transition to the $\pi$-state shifts to large values of $h$.

Figure 3.4 demonstrates the DoS in the F layers for one spin projection, calculated numerically in the limit of small I-barrier transparency. At $h = 0$ we reproduce the well-known minigap existing in SN bilayer. At finite $h$ the gap shifts in energy
(asymmetrically) and the peak in the DoS reaches zero energy at $h/\pi T_c = 1/\gamma_{BM}$. One can see that even for a small value $\gamma_M = 0.05$ the peaks are rather broad, therefore the singularity in $I_{c(c)}$ is suppressed by $\gamma_M$ very rapidly.

In the practically interesting limit of finite F-layer thickness (see Fig. 3.3) the numerical calculations demonstrate monotonic suppression of $I_c$ with increase of the exchange field $h$ for antiparallel magnetizations of the F layers and the 0–π crossover for the parallel case. One can see from Fig. 3.3 that for given temperature and thickness of the F layers it is possible to find the value of the exchange field at which switching between parallel and antiparallel orientations will lead to switching of $I_c$ from nearly zero to a finite value (or to switching between 0 and π states).

The case of parallel F-layers magnetizations in the absence of the I barrier corresponds to the standard SFS junction where the 0–π transition is possible due to spatial oscillations of induced superconducting ordering in the F layer. The thermally induced 0–π crossover in SFS junction was observed in Ref. [14], where simple theory based on the linearized Usadel equations was also presented. Here we obtain such a crossover (see the inset in Fig. 3.3) from the fully self-consistent solution in the range of the exchange fields corresponding to that of Ref. [14].

### 3.1.5 Conclusions

In this section, we have developed a general method to solve the Usadel equations in SFIIS junctions self-consistently. Using our method, we have investigated theoretically the Josephson current in SFIIS and SFS junctions. To clarify the physical mechanisms behind the observed effects, we analytically considered the limiting case of thin F layers.
Figure 3.5: Critical current in the general case: switching effect. \( T/T_c = 0.5 \), the solid and dashed lines correspond to the antiparallel and parallel orientations of magnetizations, respectively. Inset: thermally induced 0–\( \pi \) crossover in the parallel case.

If the magnetizations of the two F layers in the SFIFS junction are antiparallel, then the critical current can be enhanced by the exchange field, as it was predicted before in similar structures. We demonstrate that this effect is similar to the Riedel singularity that takes place in SIS junction due to shifting of the density of states by voltage; in the SFIFS junction, the shift is due to the exchange field. The logarithmic divergence of the maximal critical current is cut off by finite temperature or barrier transparency.

If the magnetizations are parallel, then the junction can undergo the transition to the \( \pi \)-state even in the limit of thin F layers. We demonstrate that this effect can be due to the effective \( \pi/2 \) shifts at the two SF interfaces.
3.2 Nonsinusoidal current–phase relation in SFcFS and SIFIS Josephson junctions

3.2.1 Introduction

The relation between the supercurrent $I$ across a Josephson junction and the difference $\phi$ between the phases of the order parameters in the superconducting banks is an important characteristic of the structure. The form of $I(\phi)$ dependence is essentially used for analyzing the dynamics of systems containing Josephson junctions. Studying $I(\phi)$ also provides information on pairing symmetry in superconductors.

In structures with tunnel-type conductivity of a weak link (SIS) the current–phase relation is sinusoidal, $I(\phi) = I_c \sin \phi$ with $I_c > 0$, in the whole temperature range below the critical temperature. At the same time, in point contacts (ScS) and junctions with metallic type of conductivity (SNS) strong deviations from the sinusoidal form take place at low temperatures $T \lesssim T_c$ with the maximum of $I(\phi)$ achieved at $\pi/2 < \phi_{\text{max}} < \pi$.

The situation drastically changes if there is magnetoactive material in the region of weak link. The transition from the $0$-state ($I_c > 0$) to the $\pi$-state ($I_c < 0$) has been theoretically predicted in a variety of Josephson structures containing ferromagnets and experimentally observed in SFS and SIFIS junctions. In the general case modifications of $I(\phi)$ do not reduce to the change of the critical current sign in the sinusoidal Josephson relation. It was shown that the presence of a ferromagnet may result in a nonsinusoidal shape of $I(\phi)$. In the diffusive regime, this situation occurs in long SFS junctions with ideally transparent interfaces. However, in this case the effects take place only in a narrow interval of very low temperatures (due to smallness of the Thouless energy), while in the present section we shall consider short-length structures where the effects are more pronounced and exist practically in the whole temperature range.

In this section we investigate anomalies of the $I(\phi)$ relation in several types of SFS structures which allow analytical solution: the SFcFS point contact with clean or diffusive constriction as a weak link, and the double-barrier SIFIS junction; the ferromagnetic layers are assumed to be thin, and the magnetization is homogeneous throughout the F part of the system. In particular, we show that the maximum of $I(\phi)$ can shift from $\pi/2 \leq \phi_{\text{max}} < \pi$ to $0 < \phi_{\text{max}} < \pi/2$ as a function of the exchange field in the ferromagnet. Previously, current–phase relation of this type was theoretically predicted either if superconductivity in the S electrodes was suppressed by the supercurrent in the SNS structure or in the vicinity of $T = 0$ in long SFS junctions.

The outline of the section is as follows. We start with studying the SFcFS structure composed of two SF sandwiches linked by a clean Sharvin constriction with arbitrary transparency $D$. We show that the energy–phase relation of this junction can have two minima: at $\phi = 0$ and $\phi = \pi$ (while the energy of the junction in the pure $0$- or $\pi$-state has a single minimum at $\phi = 0$ or $\phi = \pi$, respectively); such situation was discussed in Ref. 14 for a clean SFS junction. As a result, the $I(\phi)$ dependence can intersect zero not only at $\phi = 0$ and $\phi = \pi$ but also at an arbitrary value $\phi_0$ from the interval $0 < \phi_0 < \pi$. The salient effects which occur in junctions with
clean constriction survive averaging over the distribution of transmission eigenvalues and thus occur also in diffusive point contacts. Physically, the properties of SFS structures are explained by splitting of Andreev levels due to the exchange field; to demonstrate this, we study the spectral supercurrent (this physical mechanism was formulated for long SFS junctions at low temperatures in Refs. [3 9]). Finally, we show that the same mechanism provides shifting of the $I(\varphi)$ maximum to $\varphi < \pi/2$ in the double-barrier SIFIS junctions which can be more easily realized in experiment.

### 3.2.2 SFcFIS with clean constriction

We start with a model structure (see Fig. 3.1b) composed of two superconducting S3 bilayers connected by a clean constriction with transparency $D$ (the size of the constriction $a$ is much smaller than the mean free path $l$: $a \ll l$). We assume that the S layers are bulk and that the dirty limit conditions are fulfilled in the S and F metals. For simplicity we also assume that the parameters of the SF interfaces $\gamma$ and $\gamma_B$ obey the condition

$$\gamma \ll \max(1, \gamma_B). \quad (3.20)$$

We shall consider the symmetric structure and restrict ourselves to the limit of thin F layers:

$$d_F \ll \min \left( \xi_F, \sqrt{D_F/2h} \right). \quad (3.21)$$

Under condition (3.21), we can neglect the suppression of superconductivity in the S electrodes by the supercurrent and the proximity effect, and reduce the problem to solving the Usadel equation in the F layers:

$$\xi_F^2 \frac{\partial}{\partial x} \left[ G_F^2 \frac{\partial}{\partial x} \Phi_F \right] - \frac{\bar{\omega}_n}{\pi T_c} G_F \Phi_F = 0, \quad (3.22)$$

with the boundary conditions at the SF interfaces $(x = \mp d_F)$:

$$\pm \gamma_B \frac{\xi_F G_F}{\bar{\omega}_n} \frac{\partial}{\partial x} \Phi_F = G_S \left( \frac{\Phi_F}{\bar{\omega}_n} - \frac{\Phi_S}{\omega_n} \right), \quad (3.23)$$

$$G_S = \frac{\omega_n}{\sqrt{\omega_n^2 + \Delta_0^2}}, \quad \Phi_S(\mp d_F) = \Delta_0 \exp (\mp i \varphi/2).$$

Here $\Delta_0$ is the absolute value of the order parameter in the superconductors.

Under condition (3.21), the spatial gradients in the F layers arising due to the proximity effect and current are small. Then we can employ the solution (3.12), obtained in Sec. 3.1

$$\Phi_{F1,F2} = \Phi_0 \exp (\mp i \varphi/2), \quad \Phi_0 = \frac{\bar{\omega}_n}{W} \Delta_0, \quad (3.24)$$

where

$$W = \omega_n + \bar{\omega}_n \gamma_B M \Omega, \quad \Omega = \frac{\sqrt{\omega_n^2 + \Delta_0^2}}{\pi T_c}, \quad \gamma_B M = \gamma_B \frac{d_F}{\xi_F}. \quad (3.25)$$
and the indices 1 and 2 refer to the left- and right-hand side of the constriction, respectively.

The supercurrent in the constriction geometry is given by the general expression

\[ I = \frac{4\pi T}{e R_N} \text{Im} \sum_{\omega_n > 0} \frac{(\tilde{F}_1 F_2 - F_1 \tilde{F}_2)/2}{2 - D [1 - G_1 G_2 - (F_1 F_2 + \tilde{F}_1 \tilde{F}_2)/2]}, \tag{3.26} \]

where \( R_N \) is the normal-state resistance of the junction. Inserting Eq. (3.24) into this expression, we obtain

\[ I = \frac{2\pi T}{e R_N} \text{Re} \sum_{\omega_n > 0} \frac{\Delta_0^2 \sin \varphi}{W^2 + \Delta_0^2 [1 - D \sin^2(\varphi/2)]}. \tag{3.27} \]

Finally, the current–phase relation takes the form

\[ I(\varphi) = \frac{2\pi T}{e R_N} \sum_{\omega_n > 0} \frac{C \Delta_0^2 \sin \varphi}{C^2 + B^2}, \tag{3.28} \]

\[ C = \Delta_0^2 [1 - D \sin^2(\varphi/2)] - h^2 (\gamma_0 \Omega)^2 + \omega_n^2 (1 + \gamma_0 \Omega)^2, \]

At small \( \omega_n \), the function \( C \) and hence \( I(\varphi) \) changes its sign at finite phase difference

\[ \varphi_c = 2 \arcsin \sqrt{\frac{1 - (\gamma_0 \Omega/\pi T_c)^2}{D}} \tag{3.29} \]

if the exchange field is in the range \( 1 - D < (\gamma_0 \Omega/\pi T_c)^2 < 1 \). The results for \( I(\varphi) \) are shown in Figs. 3.3, 3.4 and can be understood (similarly to Refs. 8, 9) by considering the spectral supercurrent density \( j(E) \) that is defined as the quantity which determines the supercurrent according to the formula

\[ I = \frac{1}{2e R_N} \int_{-\infty}^{\infty} dE f(E) [j_{\uparrow}(E) + j_{\downarrow}(E)], \tag{3.30} \]

where \( f(E) = 1/(e^{E/T} + 1) \) is the Fermi distribution function. The physical meaning of \( j_{\uparrow}(E) \) and \( j_{\downarrow}(E) \) is the current carried by the quasiparticles with energy \( E \) and spin up or down (denoted as \( \uparrow \) or \( \downarrow \)) if the corresponding states are occupied, while \( f(E) \) describes their occupation.\(^1\) To calculate the spectral supercurrent density, we perform the analytical continuation in Eq. (3.27); the result is

\[ j_{\sigma}(E) = -\text{Im} \frac{\Delta_0^2 \sin \varphi}{\Delta_0^2 [1 - D \sin^2(\varphi/2)] - [E + \gamma_0 \Omega (E - \sigma h) \sqrt{\Delta_0^2 - E^2/\pi T_c}]^2}. \tag{3.31} \]

\(^1\)In the paper A.A. Golubov, M. Yu. Kupriyanov, Ya. V. Fominov, Pis'ma Zh. Eksp. Teor. Fiz. 75, 709 (2002) [JETP Lett. 75, 588 (2002)] we used a different form of expression for the total current, which can be written in our present notations as

\[ I = \frac{1}{4e R_N} \int_{-\infty}^{\infty} dE \tanh \left( \frac{E}{2T} \right) [j_{\uparrow}(E) - j_{\downarrow}(E)]. \]

However, here we prefer the expression in the form (3.30) because its physical meaning is clearer.
where $\sigma = \pm 1$ corresponds to spin up or down. Now we should recall that this formula originates from the retarded Green functions, hence we should add the infinitesimal imaginary part $i0$ to the energy $E$. As a result, $j(E)$ is given by a sum of delta-functions $\delta(E - E_A)$ where $E_A$ are the energies of the Andreev bound states. At $\gamma_{BM} = 0$, the well-known result $E_A = \pm \Delta_0 \sqrt{1 - D^2 \sin^2(\varphi/2)}$ is reproduced, while at finite $\gamma_{BM}$ the exchange field splits each bound state into two (see inset in Fig. 3.6).

At small temperature, the integration in Eq. (3.20) is effectively restricted to the negative energy domain. The reversing of the supercurrent sign is then explained by the fact that at $\varphi = \varphi_c$ the positive peak for spin down crosses zero leaving the domain $E < 0$, and simultaneously the negative peak for spin up moves from the region $E > 0$ into the region $E < 0$.

The sign-reversal of the supercurrent (the 0–$\pi$ transition) can also be achieved at a fixed $h$ due to nonequilibrium population of levels. This phenomenon has been studied in long diffusive SNS [32,33,34] and SFS junctions [35,36].

### 3.2.3 SFCFS with diffusive constriction

To get the $I(\varphi)$ relation for the diffusive point contact [$l \ll a \ll \min(\xi_F, \sqrt{D_F/2h})$] we integrate $\int_0^1 \rho(D)I(D)dD$, where $I(D)$ is given by Eq. (3.20) for the clean-constriction case (note that $R_N \propto D^{-1}$ in this equation) and $\rho(D)$ is Dorokhov's...
Figure 3.7: Current–phase relation in clean SFcFS junction at $T/T_c = 0.01$, $\gamma_{BM} = 1$, $h/\pi T_c = 0.8$ for different values of the barrier transparency $D$.

density function $\rho(D) = 1/2D\sqrt{1-D}$ \cite{35}. Finally, we arrive at the result

$$I(\varphi) = \frac{4\pi T}{eR_N} \text{Re} \sum_{\omega > 0} \frac{\Delta_0 \cos(\varphi/2)}{\sqrt{W^2 + \Delta_0^2 \cos^2(\varphi/2)}} \arctan \left( \frac{\Delta_0 \sin(\varphi/2)}{\sqrt{W^2 + \Delta_0^2 \cos^2(\varphi/2)}} \right).$$

This expression coincides with the direct solution of the Usadel equations (solving the Usadel equations, we should take into account that the gradients in the constriction region are large). In the $\gamma_{BM} = 0$ limit, the current does not depend on the characteristics of the F layers, and Eq. \ref{3.32} reproduces the Kulik–Omelyanchuk formula for the diffusive ScS junction \cite{24,22}.

Calculation of $I(\varphi)$ using the above expression yields results similar to those for the clean point contact, however the transition from 0- to π-state becomes less sharp (see Fig. 3.5).

Temperature dependence of the critical current in this case shows thermally-induced 0-π crossover with nonzero critical current at the transition point, in agreement with results of Refs. \cite{21,111,112}. This is a natural result since the barrier transparency is high and the current–phase relation is strongly nonsinusoidal.

3.2.4 SIFIS

Now we turn to the double-barrier SIFIS junction (I denotes an insulating barrier) — see Fig. 3.14. This structure is easier for experimental implementation than an SFcFS junction.

We assume that condition \ref{3.21} is satisfied; then we can neglect the suppression of superconductivity in the S electrodes by the supercurrent and the proximity effect.
Figure 3.8: Current–phase relation in diffusive SfCFS point contact at \( T/T_c = 0.01 \), \( \gamma_{BM} = 1 \) for different values of the exchange field \( h \).

In this case the system is described by Eqs. (3.22) - (3.23), although now instead of two F layers connected by a constriction we have a continuous F layer (at \(-d_F < x < d_F\))

We also assume that the F layer is thin \[ \text{condition (3.21)} \] and that \( \gamma_B \gg d_F/\xi_F \), hence the spatial gradients in the F layer are small. Then we can expand the solution of Eqs. (3.22) - (3.23) up to the second order in small gradients, arriving at

\[
\Phi_F = \Phi_0 \cos(\varphi/2) + i \frac{\bar{\omega}_n G_S \Delta_0 \sin(\varphi/2)}{\omega_n G_F \gamma_B/\xi_F} x \tag{3.33}
\]

\[
G_F = \frac{\bar{\omega}_n}{\sqrt{\omega_n^2 + \Phi_0^2 \cos^2(\varphi/2)}} \tag{3.34}
\]

with \( \Phi_0 \) defined in Eq. (3.21) \[ \text{in the final result (3.33) we retained only the first order in gradients — this accuracy is sufficient for calculating the current} \].

Inserting the solution (3.33), (3.34) into the general expression (3.10) for the supercurrent, we obtain

\[
I(\varphi) = \frac{2\pi T}{e c R_N} \text{Re} \sum_{\omega_n > 0} \frac{\Delta_0^2 \sin \varphi}{\sqrt{\omega_n^2 + \Delta_0^2 \sqrt{W^2 + \Delta_0^2 \cos^2(\varphi/2)}}} \tag{3.35}
\]

(our assumptions imply that \( R_N \approx 2 R_B \)). This result demonstrates that the SfCFS junction with thin F layer is always in the 0-state. \[ \text{2 Nevertheless, } I(\varphi) \text{ is strongly modified by finite } h \text{ (see Fig. 3.4), especially at small temperatures. Figure 3.4 clearly demonstrates that an increase of } h \text{ results not only in suppression of the critical} \]

\[ \text{2In the case under discussion, when the F layers are thin and the interface parameters obey condition (3.23), the phase of the order parameter is constant in the F part and almost constant in the F part, however it jumps at the two SF interfaces (see Sec. 3.4). The two jumps compensate each other in the SfCFS junction with a single F layer, whereas in the SfCFS junctions they add up at the weak link thus opening a possibility for the } \pi- \text{state.} \]
current, but also in the shift of the $I(\phi)$ maximum from $\phi_{\text{max}} \approx 1.86$ at $h = 0$ to the values smaller than $\pi/2$. In the limit of large exchange fields, $h/\pi T_c \gg 1/\gamma_{BM}$, the $I(\phi)$ dependence returns to the sinusoidal form.

The physical origin of these results becomes clear in the real energy $E$ representation. Performing the analytical continuation in Eq. (3.35) by replacement $\omega_n \to -iE$, we obtain the spectral supercurrent density:

$$j_\sigma(E) = -\text{Im} \frac{\Delta_0^2 \sin \phi}{\sqrt{\Delta_0^2 - E^2} \sqrt{\Delta_0^2 \cos^2(\phi/2) - E^2}}. \quad (3.36)$$

$$\tilde{E} = E + \gamma_{BM}(E - \sigma h) \frac{\sqrt{\Delta_0^2 - E^2}}{\pi T_c}.$$  

Equation (3.36) implies that at

$$\phi_c = 2 \arccos \left( \frac{\gamma_{BM} h}{\pi T_c} \right), \quad (3.37)$$

singularities in $j(E)$ are shifted to the Fermi level. At $\phi > \phi_c$, the negative singularity in $j_1(E)$ crosses the Fermi level and appears in the $E < 0$ domain (recall that at low temperatures only $j(E)$ at $E < 0$ contribute to the current), whereas the positive peak in $j_1(E)$ leaves the $E < 0$ domain (this process is illustrated in Fig. 3.10). As a result, the contribution to the supercurrent from low energies changes its sign, and the supercurrent $I(\phi)$ becomes suppressed at $\phi > \phi_c$ (see Fig. 3.10). However, at energies with larger absolute values $E \sim -\Delta_0$, modifications in $j(E)$ are weak, and the resulting $I(\phi)$ does not change its sign. This mechanism is similar to the one that takes place in long SFS junctions at low temperatures [31].
Figure 3.10: Spectral supercurrent density in diffusive double-barrier SIFIS junction with thin ferromagnetic interlayer at $\gamma_{BM} = 1$, $\varphi = 2\pi/3$ for two values of the exchange field $\h$. The chosen value of $\varphi$ corresponds to $\varphi_c$ at $\gamma_{BM} h / \pi T_c = 0.5$, and the figure demonstrates that the positive peak for the spin down projection disappears from while the negative peak for the spin up projection appears in the $E < 0$ domain.
3.2.5 Conclusions

In this section, we have studied the current-phase relation in several types of Josephson junctions with thin ferromagnetic interlayers: SFcFS junction with ballistic or diffusive constriction and SIFS planar junction. The current-phase relation can be highly nonsinusoidal in these junctions due to splitting of Andreev bound states by the exchange field.

In particular, the maximum of $I(\phi)$ can be achieved at $\phi < \pi/2$. In SFcFS junctions, the supercurrent can change its sign at arbitrary value of the phase between 0 and $\pi$. When the maximum absolute value corresponds to negative current, the junction is in the $\pi$-state.

Another consequence of this sign change is that the energy-phase relation for the junction has two minima: at $\phi = 0$ and $\phi = \pi$. The phenomenon can be used for engineering qubits.
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Chapter 4

Decoherence due to nodal quasiparticles in $d$-wave Josephson junctions

4.1 Introduction

In addition to the fundamental importance, Josephson junctions between $d$-wave superconductors are of great interest for the rapidly developing field of quantum computations. In this field, the mathematical aspects (so to speak, writing programs) are rather well elaborated, while the quantum computer itself has not been realized so far, and there are only few successful realizations of a qubit (quantum bit). It is not clear at present, which of the proposed qubit implementation will prove most successful from the practical point of view.

Solid-state proposals, and in particular superconducting devices, have a number of advantages, e.g., scalability and variability [1,2]. Particularly interesting are the so-called qubit qubits, which are intrinsically degenerate, i.e., do not require any external source for maintaining the degeneracy. Such qubits can be realized in systems involving $d$-wave superconductors [3,4], which are of the so-called “phase qubit” type (the information is encoded by the phase difference $\varphi$ across the junction). Recently, it was experimentally demonstrated that a double-well dependence of the energy versus the phase difference (inside a single period) is indeed realized in the Josephson junctions between $d$-wave superconductors [5] (see Fig. 11).

For any qubit implementation, there are processes that hamper its successful operating — the so-called decoherence processes, which destroy a quantum state of the qubit. Although the quiet phase qubits are rather well isolated from the environment, there are intrinsic mechanisms of decoherence even at low temperatures. The quantum tunneling of the phase between the two minima leads to fluctuating voltage across the junction, which excites quasiparticles. The dissipative current across the interface arises, leading to a finite decoherence time $\tau_\varphi$.

The knowledge of $\tau_\varphi$ is essential for estimating the efficiency of the qubit: short decoherence time makes the qubit senseless from the practical point of view, while a
Figure 4.1: Schematic dependence of the Josephson energy $U$ on the phase difference $\varphi$. The barrier of the height $2E_J$ separates two nontrivial minima. The splitting of the lowest energy level due to the tunneling across the barrier is denoted $\Delta_t$.

A long enough decoherence time opens the way for quantum correction algorithms that in principle allow to perform an infinitely long computation [5].

The relevance of the quasiparticle processes at low temperatures is specific for $d$-wave superconductors. In the conventional $s$-wave case, the quasiparticle transport below the gap is suppressed. At the same time, in gapless anisotropic superconductors the gap vanishes in certain directions (the nodal directions), hence the low-energy quasiparticle appear. In the present chapter, we consider a D-ID Josephson junction ($D = d$-wave superconductor, $I =$ insulator), and study the decoherence due to nodal quasiparticles (quasiparticles moving along the nodal directions).

4.2 Decoherence time (general strategy)

Theoretical description of the quantum dynamics of a tunnel junction between two $s$-wave superconductors was developed in Ref. [1] (see Ref. [3] for a review); in particular, the effective action for the phase difference $\varphi$ was obtained. Later this description was generalized to the case of $d$-wave superconductors in Refs. [2][10]. The effective action for $\varphi$ is similar to the general case considered by Caldeira, Legget et al. [11][12], who studied influence of dissipation on quantum tunneling in macroscopic systems. The dissipation was described as being due to the interaction with a bath of oscillators (the environment). The “strength” of the environment, depending on the frequency $\omega$, is characterized by the spectral function $J(\omega)$. In the Josephson junction, the environment is represented by the quasiparticles, and the spectral function is given by $\hbar I(\hbar \omega/e)/e$, where $I$ is the dissipative quasiparticle current taken at “voltage” $\hbar \omega/e$ [2].

A system living in a double-well potential and described by an extended coordinate can be “truncated” to the two-state system (spin 1/2) with the two states ($\sigma_z = \pm 1$) corresponding to the minima of the potential (see Fig. 4.1). The theory of dissipative two-state systems is thoroughly elaborated [12] for the cases when the spectral func-
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Decoherence behaves as $J(\omega) \propto \omega^s$ up to some high-frequency cutoff. The situations when $s = 1, s > 1$, and $0 < s < 1$ are called ohmic, superohmic, and subohmic, respectively. In this language, the dissipation due to nodal quasiparticles in the Josephson junction is superohmic, as we demonstrate below.

What is the decoherence in such a system? Assume that during the time $t < 0$ the system is held in the right well (i.e., at $\sigma_z = 1$). At $t = 0$ the constraint is released, and we consider the expectation value of the system coordinate: $P(t) = \langle \sigma_z(t) \rangle$. Below we shall encounter the superohmic case at zero temperature. Then

$$P(t) = \cos(\Delta t t / \hbar) \exp(-t / \tau_\phi)$$

(4.1)

— the cosine describes coherent oscillations between the two wells ($\Delta t$ is the tunnel splitting of levels, see Fig. 4.1) while the exponential leads to their incoherent damping.

The decoherence time $\tau_\phi$ is expressed in terms of the spectral function $\Gamma(\omega)$. Returning from the general theory to the particular case of the Josephson junction, we write the corresponding result as

$$\tau_\phi = \frac{4e}{\delta \varphi^2 I(\Delta t / e)} = \frac{4\pi \hbar}{\delta \varphi^2 e R_q I(\Delta t / e)},$$

(4.2)

where $\delta \varphi$ is the distance between the potential minima and $R_q = \pi \hbar / e^2 \approx 13 \, \text{k}\Omega$ is the quantum resistance. Comparing the decoherence time with the characteristic time of oscillations between the wells, $\hbar / \Delta t$, we obtain the quality factor

$$Q = \frac{\tau_\phi \Delta t}{2\hbar} = \frac{2\pi \Delta t}{\delta \varphi^2 e R_q I(\Delta t / e)},$$

(4.3)

which must be large for successful operating of the qubit.

In the DID junction, the tunnel splitting $\Delta t$ is much smaller than the order parameter $\Delta$, hence $\tau_\phi$ is determined by the quasiparticle current at low “voltage”.

4.3 Quasiparticle current

We consider the grain-boundary Josephson junction between two quasi-two-dimensional $d_{x^2-y^2}$-wave superconductors with cylindrical Fermi surfaces. The orientations of the superconductors are characterized by the angles between the $a$-axes and the normal to the interface (the $x$ axis) — see Fig. 4.2. According to Ref. [5], we consider the mirror junction, in which the misorientation angles on both sides are equal in magnitude but opposite in sign, $\alpha/ - \alpha$ (we take $-45^\circ \leq \alpha \leq 45^\circ$ because all physically different situations in the mirror junction are realized in this interval).

The order parameter depends on the direction (parametrized by the angle $\theta$) and the distance to the interface:

$$\Delta_{L,R}(x, \theta) = \tilde{\Delta}_{L,R}(x) e^{i \varphi_{L,R}} \cos(2\theta \mp 2\alpha),$$

(4.4)

where the indices $L$ and $R$ refer to the left- and right-hand side of the junction, respectively.
The two generate states of the DID junction correspond to two minima of the junction energy and carry no current across the interface (the Josephson current is proportional to the derivative of the Josephson energy with respect to the phase; the derivative is zero at the minima). At the same time, physically, the two states differ by the direction of spontaneous currents flowing along the interface \[13\,\,14\]. These currents produce fluxes that can interact with the environment and make the \( d \)-wave qubit not completely quiet \[2\]. From this point of view, the mirror orientation of the junction is the most preferable one, because in the mirror junction there is no total current along the interface (the currents are nonzero but compensated). In principal, the presence of the spontaneous currents implies the phase change along the interface. However, the currents appear as a result of the Andreev reflections, which are of the second order over transparency. In the tunneling limit, the currents and the corresponding phase change along the interface are small, and \( \Delta \) has the form \[1.4\] with constant \( \varphi_L \) and \( \varphi_R \).

The quasi-particle current in the tunneling limit at low temperatures, \( k_B T \ll \hbar \omega \), is given by

\[
I(\hbar \omega /\epsilon) = \frac{1}{e R_N} \int_{-\pi/2}^{\pi/2} d\theta D(\theta) \cos \theta \int_0^{\hbar \omega} dE \nu (E - \hbar \omega, \theta) \nu (E, \theta), \tag{4.5}
\]

\[
\hat{D} = \int_{-\pi/2}^{\pi/2} d\theta D(\theta) \cos \theta.
\]

Here \( R_N \) is the normal-state resistance of the interface, \( \nu (E, \theta) \) is the density of states (DoS) at the interface, normalized to the normal-metal value, and \( D(\theta) \) is the angle-dependent transparency of the interface. We have not labelled the DoS by the indices \( L \) and \( R \) because \( \nu_L (E, \theta) = \nu_R (E, \theta) \) in the mirror junction.

Below we calculate the nodal contribution to the current \[1.5\] at \( \hbar \omega \ll \bar{\Delta}_0 \), where \( \bar{\Delta}_0 = \Delta (\pm \infty) \) is the bulk amplitude of the order parameter. The angle integration contributing to the current is then limited to narrow angles around the nodal directions, where the low-energy DoS is nonzero (as we shall see below, the width of the angles is \( \delta \theta = \hbar \omega /\bar{\Delta}_0 \)).

To calculate the DoS, we employ the quasiclassical approach. The quasiclassical matrix Green function

\[
\hat{G} = \begin{pmatrix} g & f \\ \bar{f} & -g \end{pmatrix}
\]

obeys the Eilenberger equation \[15\,\,16\] and satisfies the normalization condition \( \hat{G}^2 = \mathbf{1} \). It can be parametrized as

\[
g = \frac{1 - ab}{1 + ab}, \quad f = \frac{2a}{1 + ab}, \quad \bar{f} = \frac{2b}{1 + ab}, \tag{4.7}
\]

then the normalization condition is automatically satisfied. The equations for the new functions \( a(x, \theta) \) and \( b(x, \theta) \) take the form of the Riccati equations \[17\]:

\[
\hbar \nu_F \cos \theta \frac{da}{dx} - 2i E a + \Delta^* a^2 - \Delta = 0,
\]

\[
\hbar \nu_F \cos \theta \frac{db}{dx} + 2i E b - \Delta^* b^2 + \Delta^* = 0, \tag{4.8}
\]
Figure 4.2: DID junction of mirror orientation $\alpha/\Delta$. The positive lobes of the order parameter are shaded. An electron $e$ moving along a truly nodal direction $\theta_i$ of the left superconductor, tunnels into an induced nodal direction of the right superconductor. $\Delta_R(\theta_i) \neq 0$, therefore the electron experiences the Andreev reflection; the hole $h$ returns to the interface, and after reflection at the interface escapes into the bulk along the truly nodal direction $-\theta_i$. In this process, the total current into the bulk of the right superconductor is composed of the Cooper pair along $\theta_i$ and the hole along $-\theta_i$.

where $v_F$ is the absolute value of the Fermi velocity $v_F$, and $\theta$ denotes the angle between $v_F$ and the $x$ axis.

In the tunneling limit, the DoS is calculated at an impenetrable interface. Let us consider, e.g., the right superconductor (the right half-space). We need to find the low-energy DoS in two cases: 1) in the vicinity of a nodal direction, so that $E, \Delta(\theta) \ll \Delta_0$, 2) at a gapped direction, so that $E \ll \Delta(\theta)$. In the first case, the spatial scale $\xi_E = h v_F \cos \theta/|E_+|$ on which the quasiclassical Green functions vary (we denote $E_\pm = \sqrt{E^2 - |\Delta(\infty, \pm \theta)|^2}$), is much larger than the coherence length $\xi = h v_F/2\pi k_BT_c$ on which variations of $\Delta$ occur. This allows us to regard $\Delta$ as constant when integrating Eqs. (13) over $x$. In other words, the functions $a$ and $b$ at low energies do not feel the suppression of $\Delta$ near the interface, because it takes place on a small scale. In the second case, the spatially dependent parts of $a$ and $b$ are proportional to $E/\Delta(\theta) \ll 1$ and hence small. Thus $a$ and $b$ at the interface are equal to their bulk values, as if $\Delta$ was constant.

Thus we can regard $\Delta(x, \theta)$ as equal to the bulk value $\Delta_0(\theta) = \Delta(\infty, \theta)$. The integration of the functions $a$ and $b$ over $x$ in Eqs. (13) is stable only in the directions determined by the sign of $\cos \theta$. At $\cos \theta > 0$, the function $b(x, \theta)$ is stably integrated from $x = \infty$ to the interface ($x = 0$), hence

$$b(0, \theta) = b(\infty, \theta) = \frac{E - E_+ \text{sgn}E}{\Delta_0(\theta)}.$$  \hspace{1cm} (4.9)

At the same time at $\cos \theta > 0$, the function $a$ is stably integrated from the interface to $x = \infty$. Therefore to find $a(0, \theta)$, we consider the trajectory directed along $\pi - \theta$. 
Since \( \cos(\pi - \theta) < 0 \), the function \( a \) is stably integrated from \( x = \infty \) to the interface. Finally, the direction \( \pi - \theta \) is converted to \( \theta \) upon reflection at the specular interface:

\[
a(0, \theta) = a(0, \pi - \theta) = a(\infty, \pi - \theta) = i \frac{E - \mathcal{E}_- \text{sgn} E}{\Delta_0(-\theta)}. \tag{4.10}
\]

As a result, the DoS \( \nu = \text{Re} g \) at the interface is

\[
\nu(E, \theta) = \text{Re} \frac{|E| \left( \mathcal{E}_+ + \mathcal{E}_- \right)}{E^2 - \Delta_0(\theta) \Delta_0(-\theta) + \mathcal{E}_+ \mathcal{E}_-}. \tag{4.11}
\]

The gap in the spectrum is \( E_g(\theta) = \min \left( |\Delta_0(\theta)|, |\Delta_0(-\theta)| \right) \).

The DoS is symmetric, \( \nu(\theta) = \nu(-\theta) \), because the Green functions are continuous upon reflection. Thus in each superconductor there are two “truly” nodal directions \( \theta_i \) (\( i = 1, 2 \)) in the interval \(-\pi/2 < \theta < \pi/2\), and also two “induced” nodal directions \(-\theta_i\). Near a nodal direction \( E_g(\theta) = 2\Delta_0|\theta - \theta_i| \). Along a truly nodal direction, the gap vanishes and the DoS is the same as in the normal metal, \( \nu(E) = 1 \). For an “induced” nodal direction this is so only near the interface.

In the left superconductor, the truly nodal directions are \( \theta_{1,2} = \alpha \pm 45^\circ \). Due to the mirror symmetry, the truly nodal directions of the right superconductor coincide with the induced nodal directions of the left one, and vice versa. In total, there are four nodal directions in the junction, which are symmetric with respect to the interface normal.

In this situation, the transport is due to the processes of the following type. An electron moving along a truly nodal direction \( \theta_i \) of the left superconductor, tunnels into an induced nodal direction of the right superconductor (see Fig. 4.12). However, the electron cannot escape into the bulk of the right superconductor because \( \Delta_R(\theta_i) \neq 0 \). Therefore the electron experiences the Andreev reflection [13]; the hole returns to the interface, and after reflection at the interface escapes into the bulk along the truly nodal direction \(-\theta_i\). In this process, the total current into the bulk of the right superconductor is composed of the Cooper pair along \( \theta_i \) and the hole along \(-\theta_i\), which is overall equivalent to the transfer of one electron.

The nodal contribution to the current [13] appears only due to integrating in the vicinity of the nodal directions where \( E_g < \hbar \omega \). The DoS near the nodal directions at small energies can be found from Eq. (4.11). Below we distinguish the general case when \( \Delta_0(\theta) \neq \pm \Delta_0(-\theta) \), and two special cases: \( \Delta_0(\theta) = \Delta_0(-\theta) \) (at \( \alpha = 0^\circ \)) and \( \Delta_0(\theta) = -\Delta_0(-\theta) \) (at \( \alpha = 45^\circ \)).

At \( \alpha = 0^\circ \), the truly nodal and induced nodal directions coincide in each superconductor, and Eq. (4.11) yields the BCS-like DoS:

\[
\nu_{0^\circ}(E, \theta) = \text{Re} \frac{|E|}{\sqrt{E^2 - |\Delta_0(\theta)|^2}}. \tag{4.12}
\]

At \( \alpha = 45^\circ \), the truly nodal and induced nodal directions again coincide, and Eq. (4.11) yields the DoS of the inverse BCS type:

\[
\nu_{45^\circ}(E, \theta) = \text{Re} \frac{\sqrt{E^2 - |\Delta_0(\theta)|^2}}{|E|}. \tag{4.13}
\]
Finally, if $|\alpha| \gg \hbar \omega / \Delta_0$ and $45^\circ \approx |\alpha| \gg \hbar \omega / \Delta_0$ (i.e., $\alpha$ is not too close to $0^\circ$ and $\pm 45^\circ$), then $\Delta_0(\theta)$ in the essential angle of the width $\delta \theta = \hbar \omega / \Delta_0$ around a nodal direction is much smaller than $\Delta_0(-\theta)$. Then in the region of energies that contribute to the quasiparticle current, $|\Delta_0(\theta)| < |E| < \hbar \omega \ll |\Delta_0(-\theta)|$, the DoS is again given by the inverse BCS formula:

$$\nu_g(E, \theta \approx \theta_i) \approx \frac{\sqrt{E^2 - |\Delta_0(\theta)|^2}}{|E|}. \quad (4.14)$$

Figure 4.3 demonstrates the DoS at different angles $\theta$, which are parametrized by different ratios $\Delta_0(-\theta)/\Delta_0(\theta)$. At $\Delta_0(-\theta) = \Delta_0(\theta)$, the DoS has the BCS-like square-root singularity near $E_g$ [see Eq. (4.12)]. At $\Delta_0(-\theta) \neq \Delta_0(\theta)$, the DoS has the inverse-BCS behavior near $E_g$ [see Eq. (4.14)].

Inserting Eqs. (4.12) - (4.14) into Eq. (4.5), we obtain:

$$I(\hbar \omega / e) \approx A(\alpha) (\hbar \omega)^2 \frac{\sum_{i=1,2} D(\theta_i) \cos \theta_i}{\Delta_0}, \quad (4.15)$$

where $\theta_{1,2} = \alpha \pm 45^\circ$ and $A$ is a number, which depends on the orientation of crystals: $A(0^\circ) \approx 0.46$, $A(45^\circ) \approx 0.19$, and $A(\alpha) = 2A(45^\circ) \approx 0.37$ when $\alpha$ is not too close to $0^\circ$ or $\pm 45^\circ$.

In Refs. [410], the quadratic current–voltage characteristic, $I \propto \omega^2$, was obtained for the case of aligned nodal directions (i.e., for the $\alpha/\alpha$ orientation).
4.4 Estimate

Equations 4.3 and 4.15 yield:

\[
Q = \left( \frac{2\pi}{\delta \varphi^2 A(\alpha)} \sum_{i=1,2} D(\theta_i) \cos \theta_i / D \right) \frac{R_N \Delta_0}{R_q \Delta_i}.
\]

(4.16)

To proceed further, we need to estimate the tunnel splitting \( \Delta_i \) (see Fig. 4.14). This is easily done due to the formal equivalence between quantum mechanics of a Josephson junction described by the phase \( \varphi \) and a particle described by the coordinate \( x \)

To employ this analogy, we should substitute

\[
m \leftrightarrow \frac{\hbar^2}{8E_C},
\]

(4.17)

where \( m \) is the particle mass and \( E_C = e^2 / 2C \) is the charging energy of the Josephson junction (\( C \) is its capacitance). For the estimate, we assume that the second harmonic dominates in the energy-phase relation, \( U(\varphi) = E_J(1 + \cos 2\varphi) \), and the energy of the levels is small compared to \( E_J \). Then the attempt frequency is \( \omega_0 = 4\sqrt{2E_JE_C} / \hbar \), the tunneling action is calculated between the points \( \varphi = -\pi/2 \) and \( \pi/2 \), and we obtain:

\[
\Delta_i = \frac{4\sqrt{2E_JE_C}}{\pi} \exp \left( - \sqrt{\frac{2E_J}{E_C}} \right).
\]

(4.18)

To obtain a numerical estimate, we take the characteristics of the junction as in the experiment of Il'ichev et al. 5. The capacitance of the junction is \( C \sim 10^{-14} \) F, hence \( E_C/\kappa_B \sim 0.1 \) K. The characteristic Josephson energy is of the order of several Kelvin. For estimate, we take \( 2E_J/\kappa_B = 7 \) K. The resistance of the interface is \( R_N \sim 50 \) \( \Omega \).

As a result, \( \Delta_i/\kappa_B \sim 2.5 \cdot 10^{-4} \) K. Finally, we estimate \( \delta \varphi \sim \pi, \Delta_0/\kappa_B \sim 200 \) K, and assume a thin \( \delta \)-functional barrier with transparency \( D(\theta) = D_0 \cos^2 \theta \), then the quality factor is \( Q \sim 10^3 \div 10^4 \). Here we have retained only the order of magnitude for \( Q \), because we cannot expect a higher accuracy in the case when important characteristics of the junction (e.g., \( C \) and \( E_J \)) are known only by the order of magnitude. We also made an essential assumption that the second Josephson harmonic dominates, which is the most favorable case, hence the obtained estimate is “optimistic”.

The latter assumption can be realized under special conditions, while in a more common situation the first and the second harmonics are of the same order. Estimates for this case were done in a recent work 21, where the characteristics of mesoscopic junctions between high-\( T_c \) superconductors were experimentally studied and theoretically analyzed. A characteristic value of \( \Delta_i \sim 0.1 \) K was reported under the conditions that correspond to \( R_N \sim 100 \) \( \Omega \). Assuming such parameters for the mirror junction, we obtain \( Q \sim 10 \div 10^2 \), which is a more realistic estimate than that for the experiment of Ref. 5.

The above estimates for \( Q \) are very different. At the same time, a general consequence of Eq. 4.10 is that the quality factor grows as the splitting \( \Delta_i \) becomes
smaller. We note in this respect, that the values of the critical current (and hence the Josephson energy) measured in Refs. [22], are much smaller than expected. If the critical current is enhanced to the expected value, then $\Delta_1$ decreases, which finally leads to an increase of $Q$.

If $\alpha \neq 0^\circ$, the low-energy quasiparticles are presented not only by the nodal quasiparticles, but also by the midgap states (MGS) with zero energy [22]. In the case of specular interface and clean superconductors, considered in this chapter, the DoS corresponding to the MGS is proportional to $\delta(E)$, hence the MGS on the two sides of the interface do not overlap and do not contribute to the current at a finite voltage.

In the asymmetric case, when $\alpha_L \neq \pm \alpha_R$ (precisely speaking, when $|\alpha_L| - |\alpha_R| > \hbar \omega / \Delta_0$), the nodal directions of the left and right superconductors do not match each other. At first sight, this solves the problem of decoherence since the transport from nodal to nodal direction is suppressed. However, a more important transport “channel” arises: between the nodal directions and the MGS. This leads to a stronger decoherence than in the symmetric case.

In the mirror junction, the MGS contribute to the quasiparticle current if they are split and/or broadened [22]. To take into account the contribution of the MGS into decoherence, the present approach should be considerably modified. This issue requires a separate study.

The low-energy quasiparticles (and dissipation due to them) can be suppressed due to finite size of the $d$-wave superconductors. This issue is schematically discussed in Sec. 4.5 below.

### 4.5 Finite size effects

The effect of finite size on the low-energy quasiparticles in DID junctions can be most easily studied in the quasi-one-dimensional geometry assuming finite thickness $L$ (the dimension in the $x$ direction) of the $d$-wave superconductors. Then each trajectory is successively reflected from the I interface and from the outer surface of the layer. This leads to periodicity of the order parameter profile along a trajectory (see Fig. 4.3).

The finite size leads to two main effects:

1. For nodal quasiparticles (this corresponds to $\Delta(-\theta) = 0$ in Fig. 4.3), the Andreev quantization arises, similarly to the SNS junction [15,21]. The system of equidistant energy levels appears, and the level spacing is $\pi v_F \cos \theta / L$ [15], while the lowest level is $\pi v_F \cos \theta / 2L$ [21]. Thus, the energy gap is formed.

2. The MGS, which exist if $\Delta(\theta)$ and $\Delta(-\theta)$ have different signs, split. This effect, similar to the level splitting in a double-well quantum potential, is due to the overlap of the localized states across the lowest of the barriers ($\Delta(-\theta)$) in Fig. 4.4. To estimate the corresponding splitting, below we consider a simplified model shown in Fig. 4.5.
Figure 4.4: Schematic illustration of a periodic order parameter profile along a trajectory in a d-wave layer of width $L$. We have chosen the trajectory with the incidence angle $\theta$, hence the part of the trajectory between two successive reflections has the length $L/\cos \theta$. Actually, at $\alpha \neq 0^\circ$ the order parameter is suppressed near the interfaces, however, to capture the qualitative effects we neglect this suppression and consider the model of piecewise constant $\Delta$.

4.5.1 Tunnel splitting of the zero Andreev level

A classical quantum-mechanical problem is splitting of the level in a symmetric double-well potential. A similar effect takes place in the case of two coupled superconducting point contacts. Let us consider the splitting of the zero-energy levels in two coupled point contacts with the phase difference of $\pi$ across each contact (see Fig. 4.3).

We shall use the technique of the Bogolyubov – de Gennes equation:

$$\left( -\frac{1}{2m} \frac{d^2}{dx^2} - \mu \frac{\Delta}{\Delta^*} + \mu \right) \begin{pmatrix} u \\ v \end{pmatrix} = E \begin{pmatrix} u \\ v \end{pmatrix}. \quad (4.19)$$

In the Andreev approximation, we separate rapid oscillations of the solution:

$$\begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} u_0 \\ v_0 \end{pmatrix} \exp(i k_F x), \quad (4.20)$$

and retain only the first derivatives of the slow functions $u_0$ and $v_0$. The Bogolyubov – de Gennes equation then takes the form

$$\left( -iv_F \frac{d}{dx} - \frac{\Delta}{\Delta^*} + i v_F \frac{d}{dx} \right) \begin{pmatrix} u_0 \\ v_0 \end{pmatrix} = E \begin{pmatrix} u_0 \\ v_0 \end{pmatrix}. \quad (4.21)$$

The boundary conditions are the continuity of $u_0$ and $v_0$ at the interfaces. The sign of the momentum is a good quantum number, and we can first consider the
Figure 4.5: The profile of the order parameter, corresponding to two point contacts.

anztz \([1,20]\), which corresponds to the momentum directed to the right. In the general case of arbitrary phase difference, the energy levels for the momentum directed to the left can then be obtained after inverting the sign of the phase. At the same time, in the case of real \(\Delta\) (when the phase difference is either 0 or \(\pi\)), the energy levels are degenerate with respect to the momentum direction.

The solutions in the three spatial regions are

\[
\begin{align*}
    \begin{pmatrix} u_0 \\ v_0 \end{pmatrix} &= A \left( E + i \sqrt{\Delta_2^2 - E^2} \right) e^{q_{12} z}, \quad z < 0, \\
    \begin{pmatrix} u_0 \\ v_0 \end{pmatrix} &= B \left( E + i \sqrt{-\Delta_1^2 - E^2} \right) e^{q_{12} z} + C \left( E - i \sqrt{-\Delta_1^2 - E^2} \right) e^{-q_{12} z}, \quad 0 < z < a, \\
    \begin{pmatrix} u_0 \\ v_0 \end{pmatrix} &= D \left( E - i \sqrt{\Delta_2^2 - E^2} \right) e^{-q_{12} z}, \quad a < z,
\end{align*}
\]

where

\[
q_{1,2} = \frac{\sqrt{\Delta_1^2 - E^2}}{v_F}.
\]

Substituting these solutions into the boundary conditions at the two interfaces \((x = 0\) and \(x = a)\), we obtain four linear equations for the four coefficients \(A, B, C,\) and \(D\).

The spectrum is determined from the condition that the corresponding determinant is zero. The straightforward algebra leads to the equation

\[
\left( E^2 + \Delta_1 \Delta_2 \right) \tanh(q_1 a) - \sqrt{(\Delta_1^2 - E^2)(\Delta_2^2 - E^2)} = 0.
\]

In the limit \(a \Delta_1 / v_F \gg 1\), the splitting is small, and the levels are

\[
E = \pm \frac{2 \Delta_1 \Delta_2}{\Delta_1 + \Delta_2} \exp \left( -\frac{a \Delta_1}{v_F} \right).
\]

4.6 Conclusions

In this chapter, we have proposed an approach that allows to calculate the decoherence time due to nodal quasiparticles in the DID junctions, which can be used as
phase qubits. The dissipation in the junctions of mirror orientation is weaker than in the asymmetric ones. We find the superohmic dissipation with $s = 2$ in the mirror junction, which becomes weak at small splitting of the ground state. The superohmic case is most favorable (compared to ohmic and subohmic) for possible qubit applications. For available experimental data, we estimate the quality factor. Finally, we illustrate the possibility to suppress quasiparticle decoherence due to finite size of the $d$-wave superconductors.
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Appendix A

Interpretation of $\tau$ as escape times

The quantities $\tau_S$ and $\tau_N$ introduced in Eq. (A.31) may be interpreted as escape times from the corresponding layers. The arguments go as follows.

If the layers are thin, then the diffusion inside the layers is "fast" and the escape time from a layer is determined by the interface resistance. The time of penetration through a layer or the interface is determined by the corresponding resistance: $R_{S(N)}$ or $R_B$, hence the diffusion is "fast" if $R_{S(N)} \ll R_B$.

Let us use the detailed balance approach, and consider an interval of energy $dE$. In the S layer, the charge in this interval is $Q_S = e\nu_S dE A_S$. Let us define the escape time from the S layer $t_S$, so that the current from S to N is equal to $Q_S/t_S$. On the other hand, this current can be written as $dE/\epsilon R_B$, hence

$$\frac{Q_S}{t_S} = \frac{dE}{\epsilon R_B}, \quad (A.1)$$

and we immediately obtain

$$t_S = \frac{\sigma_S d_S R_B A}{D_S}. \quad (A.2)$$

Similarly, we obtain the expression for the escape time from the F layer $t_N$. As a result, the relations between the quantities $\tau$ defined in Eq. (A.31) and the escape times $t$ are simply

$$\tau_S = 2t_S, \quad \tau_N = 2t_N. \quad (A.3)$$
Appendix B

Analytical results for SF bilayers

B.1 Limit of thin S layer

(i) When $d_S \ll \xi_S$ and $h \gg \pi T_{cS}$, problem (2.10)–(2.13) can be solved analytically. The first of the above conditions implies that $\Delta$ can be considered constant, and $F^+$ weakly depends on the spatial coordinate; so $F^+(x, \omega_n) = 2\Delta/\omega_n + A(\omega_n) \cosh(k_S|x-d_S|)$. The boundary conditions determine the coefficient $A$; as a result

$$F^+(\omega_n) \equiv F^+(x = 0, \omega_n) = \frac{2\Delta}{\omega_n} \left[ \frac{A_S(\omega_n)}{A_S(\omega_n) + W(\omega_n)} \right], \quad \text{(B.1)}$$

where $k_S, A_S$, and $W$ are defined in Eq. (2.12). Finally, the self-consistency equation for $T_c$ takes the form

$$\ln \frac{T_{cS}}{T_c} = \text{Re} \psi \left( \frac{1}{2} + \frac{\gamma_S}{2} \frac{\xi_S}{d_S} + B_h \frac{T_{cS}}{T_c} \right) - \psi \left( \frac{1}{2} \right), \quad \text{(B.2)}$$

where $B_h$ does not depend on $\omega_n$ due to the condition $h \gg \pi T_{cS}$:

$$B_h = \left[ k_h \xi_F \text{tanh}(k_h d_F) \right]^{-1}, \quad k_h \approx \frac{1}{\xi_F} \sqrt{\frac{i h}{\pi T_{cS}}} \quad \text{(B.3)}$$

In the limiting case of perfect interface ($\gamma_B = 0$) and thick F layer ($d_F \to \infty$), Eq. (B.2) reproduces the result of Ref. [1].

(ii) If the F layer is also thin, $d_F \ll \sqrt{D_F/2h}$, Eq. (B.2) is further simplified:

$$\ln \frac{T_{cS}}{T_c} = \text{Re} \psi \left( \frac{1}{2} + \frac{\tau_F}{\tau_S} \left[ \frac{1}{-i + \tau_F h} \right] \frac{h}{2\pi T_c} \right) - \psi \left( \frac{1}{2} \right), \quad \text{(B.4)}$$

where $\tau_S, \tau_F$ are defined similarly to Eq. (1.31):

$$\tau_S = \frac{2d_S R_B A}{\rho_S D_S}, \quad \tau_F = \frac{2d_F R_B A}{\rho_F D_F} \quad \text{(B.5)}$$
and have the physical meaning of the escape time from the corresponding layer. They are related to the quantities \( \gamma, \gamma_B \) used in the body of the paper as

\[
\tau_S = \frac{\gamma_B}{\gamma} \frac{d_S}{\pi T_e S \xi_S}, \quad \tau_F = \frac{\gamma_B}{\pi T_e S \xi_F}.
\]  

(B.6)

(iii) If the S layer is thin, \( d_S \ll \xi_S \), and the SF interface is opaque, \( \gamma_B \to \infty \), the critical temperature of the bilayer only slightly deviates from \( T_c S \). In this limit Eq. (B.1) applies with \( W = \gamma/\gamma_B \ll 1 \), and we finally obtain:

\[
T_c = T_c S - \frac{\pi}{4\tau_S}.
\]  

(B.7)

Interestingly, characteristics of the F layer (\( d_F, h \), etc.) do not enter the formula. In particular, this formula is valid for an SN bilayer \(^\text{2}\) (where \( N \) is a nonmagnetic normal material, \( h = 0 \)) because Eq. (B.7) was obtained without any assumptions about the value of the exchange energy.

B.2 Cooper limit

In the Cooper limit, when both layers are very thin \( [d_S \ll \sqrt{D_S / 2\omega_D}, d_F \ll \min(\sqrt{D_F / 2\omega_D}, \sqrt{D_F / 2h}), \) with \( \omega_D \) the Debye energy of the S metal and the interface is transparent, the bilayer is equivalent to a homogeneous superconducting layer with internal exchange field. This layer is described by effective parameters: the order parameter \( \Delta^{(\text{eff})} \), the exchange field \( h^{(\text{eff})} \), and the pairing constant \( \lambda^{(\text{eff})} \). In this subsection we develop the ideas of Ref. \(^\text{3}\), demonstrate a simple derivation of this description, and find the limits of its applicability.

The Usadel equations \(^\text{24} \), \(^\text{25} \) for the two layers can be written as a single equation:

\[
\frac{D_F \theta(-x) + D_S \theta(x)}{2} \frac{d^2 F}{dx^2} - |\omega_n|^2 F - i h \text{sgn}(\omega_n) \theta(-x) F + \Delta \theta(x) = 0,
\]  

(B.8)

where \( \theta \) is the Heaviside function \( [\theta(x > 0) = 1, \theta(x < 0) = 0] \). The self-consistency equation \(^\text{26} \) can be rewritten as

\[
\Delta(x) = \lambda \theta(x) \pi T \sum_{\omega_n} F(x, \omega_n),
\]  

(B.9)

where \( \lambda \) is the pairing constant.

First, we consider the ideal SF interface: \( \gamma_B = 0 \) [see Eq. (B.5)], then \( F(x) \) is continuous at the interface and nearly constant across the whole bilayer, i.e., \( F_S(x) \approx F_F(x) = F \). Applying the integral operator to Eq. (B.8):

\[
\frac{\nu_F}{\nu_S d_S + \nu_F d_F} \int_{-d_F}^{0} dx + \frac{\nu_S}{\nu_S d_S + \nu_F d_F} \int_{0}^{d_F} dx
\]  

(B.10)
(here $\nu$ is the normal-metal density of states), and cancelling gradient terms due to the boundary condition $\omega_n$, we obtain the equations describing a homogeneous layer:

$$-|\omega_n| F(\omega_n) - i h^{(\text{eff})} \text{sgn}(\omega_n) F(\omega_n) + \Delta^{(\text{eff})} = 0,$$

$$\Delta^{(\text{eff})} = \lambda^{(\text{eff})} \pi T \sum_{\omega_n} F(\omega_n),$$

with the effective parameters (see also Ref. [3]):

$$h^{(\text{eff})} = \frac{\tau_F}{\tau_S + \tau_F} h, \quad \Delta^{(\text{eff})} = \frac{\tau_S}{\tau_S + \tau_F} \Delta, \quad \lambda^{(\text{eff})} = \frac{\tau_S}{\tau_S + \tau_F} \lambda, \quad T_{cS}^{(\text{eff})} = \exp(C) \frac{2\pi D}{\lambda}, \quad T_{cS}^{(\text{eff})} = \frac{\exp(C)}{\pi} 2\omega_D \exp \left(-\frac{1}{\lambda^{(\text{eff})}} \right),$$

where $C$ is Euler’s constant and $T_{cS}^{(\text{eff})}$ is the critical temperature of the layer in the absence of ferromagnetism (i.e., at $h^{(\text{eff})} = 0$). The critical temperature is determined by the equation

$$\ln \frac{T_{cS}^{(\text{eff})}}{T_c} = \Re \psi \left( \frac{1}{2} + \frac{1}{2\pi T_c} \right) - \psi \left( \frac{1}{2} \right).$$

Actually, the description in terms of effective parameters [11, 12] is applicable at an arbitrary temperature (i.e., when the Usadel equations are nonlinear) and has a clear physical interpretation: the superconducting ($\Delta$, $\lambda$) and ferromagnetic ($h$) parameters are renormalized according to the part of time spent by quasiparticles in the corresponding layer. This physical picture is based on interpretation of $\tau$ as escape times, which we present in the next subsection.

Now we discuss the applicability of the above description for a nonideal interface ($\gamma_B \neq 0$). In this case $F$ is nearly constant in each layer, but these constants are different: $F_S(x) \approx F_S + C_S (x - d_S)^2$, $F_F(x) \approx F_F + C_F (x + d_F)^2$, where $|F_S| \gg |C_S| d_S^2$ and $|F_F| \gg |C_F| d_F^2$. Using the Usadel equation (2.47) and the boundary conditions (2.47), we find the difference $\delta F = F_S - F_F$:

$$\delta F = \frac{\Delta}{\frac{1}{\tau_S} + |\omega_n| \left[ 1 + \frac{1}{\tau_F (|\omega_n| + i h \text{sgn} \omega_n)} \right]}. \quad (B.15)$$

Finally, the homogeneous description is valid when $|\delta F/F| \ll 1$ [with $F$ determined by Eq. (B.14)], which yields:

$$\max(h, \omega_D) \max(\tau_S, \tau_F) \ll 1$$

(here $\omega_n \sim \omega_D$ has been taken as the largest characteristic energy scale in the quasi-homogeneous bilayer).
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Appendix C

Applicability of the single-mode approximation for calculating $T_c$ in SF bilayers

C.1 Case study

As pointed out in Sec. 2.1.3 the single-mode approximation (SMA) is applicable only if the parameters of the bilayer are such that $W$ [see Eq. (2.12)] can be considered $\omega_n$-independent. An example is the case when $\gamma_B \gg |B_h|$, hence $W = \gamma/\gamma_B$.

The condition $\gamma_B \gg |B_h|$ can be written in a simpler form; to this end we should estimate $|B_h|$. We introduce the real and imaginary parts of $\tilde{k}_h$: $\tilde{k}_h = k'_h + ik''_h$, and note that $k'_h > k''_h$. Then using the properties of the trigonometric functions and the estimate $\tanh x \sim \min(1, x)$ we obtain

$$|B_h| \sim |k'_h \xi_F \tanh(k'_h d_F)|^{-1},$$

and finally cast the condition $\gamma_B \gg |B_h|$ into the form

$$\frac{1}{\gamma_B} \ll \min\left\{ \sqrt{\max\left( \frac{T_c}{T_{cS}}, \frac{h}{\pi T_{cS}} \right)} : \frac{d_F}{\xi_S} \max\left( \frac{T_c}{T_{cS}}, \frac{h}{\pi T_{cS}} \right) \right\},$$

where the ratio $T_c/T_{cS}$ originates from $\omega_n/\pi T_{cS}$ with $\omega_n \sim \pi T_c$ as the characteristic energy scale in the bilayer.

If condition (C.2) is satisfied, then the SMA is valid and $T_c$ is determined by the equations

$$\ln \frac{T_{cS}}{T_c} = \psi \left( \frac{1}{2} + \frac{\Omega^2 T_{cS}}{2 T_c} \right) - \psi \left( \frac{1}{2} \right),$$

$$\Omega \tan \left( \Omega \frac{d_S}{\xi_S} \right) = \frac{\gamma}{\gamma_B}.$$

These equations can be further simplified in two limiting cases which we consider below.
(1) $\frac{\gamma}{\gamma_B} \frac{dS}{\xi_S} \ll 1$:
In this case Eq. (C.1) yields $\Omega^2 = \frac{\gamma}{\gamma_B} \frac{\xi_S}{dS}$, and Eq. (C.3) takes the form

$$\ln \frac{T_{cS}}{T_c} = \psi \left( \frac{1}{2} + \frac{1}{2} \frac{\gamma}{\gamma_B} \frac{\xi_S}{dS} \frac{T_{cS}}{T_c} \right) - \psi \left( \frac{1}{2} \right), \quad (C.5)$$

which reproduces the $\gamma_B \gg |B_h|$ limit of Eq. (B.2).

(2) $\frac{\gamma}{\gamma_B} \frac{dS}{\xi_S} \gg 1$:
In this case Eq. (C.6) yields $\Omega \frac{dS}{\xi_S} = \frac{\pi}{2}$, and Eq. (C.3) takes the form

$$\ln \frac{T_{cS}}{T_c} = \psi \left( \frac{1}{2} + \frac{\pi^2}{8} \left[ \frac{\xi_S}{dS} \frac{T_{cS}}{T_c} \right] \right) - \psi \left( \frac{1}{2} \right). \quad (C.6)$$

Equations (C.5) - (C.6) can be used for calculating the critical temperature $T_c$ and the critical thickness of the $S$ layer $d_{cS}$ below which the superconductivity in the SF bilayer vanishes (i.e., $T_c = 0$).

### C.2 Results for the critical temperature

In the limit when $T_c$ is close to $T_{cS}$, Eqs. (C.5), (C.6) yield

$$T_c = T_{cS} \left( 1 - \frac{\pi^2}{4} \frac{\gamma}{\gamma_B} \frac{\xi_S}{dS} \right) \quad \text{if} \quad \frac{\gamma}{\gamma_B} \ll \min \left( \frac{dS}{\xi_S}, \frac{\xi_S}{dS} \right), \quad (C.7)$$

and

$$T_c = T_{cS} \left[ 1 - \left( \frac{\pi^2}{4} \frac{\xi_S}{dS} \right)^2 \right] \quad \text{if} \quad \frac{dS}{\xi_S} \gg \max \left( 1, \frac{\gamma_B}{\gamma} \right). \quad (C.8)$$

Using relations (B.6) one can check that result (C.7) is equivalent to Eq. (B.7).

### C.3 Results for the critical thickness

The critical thickness of the $S$ layer $d_{cS}$ is defined as the thickness below which there is no superconductivity in the SF bilayer: $T_c(d_{cS}) = 0$.\(^1\) When $T_c \to 0$, Eq. (C.3) yields $\Omega = 1/\sqrt{2 \exp(C)}$ (where $C \approx 0.577$ is Euler’s constant), and Eq. (C.4) takes the form

$$\frac{1}{\sqrt{2 \exp(C)}} \tan \left( \frac{1}{\sqrt{2 \exp(C)}} \frac{d_{cS}}{\xi_S} \right) = \frac{\gamma}{\gamma_B}. \quad (C.9)$$

Explicit results for $d_{cS}$ can be obtained in limiting cases:

$$\frac{d_{cS}}{\xi_S} = 2 \exp(C) \frac{\gamma}{\gamma_B} \frac{\gamma}{\gamma_B} \frac{dS}{\xi_S} \ll 1, \quad (C.10)$$

\(^1\)When calculating $d_{cS}$, we assume that the phase transition is of the second order. However, this issue may require a separate study. In principle, under some circumstances, the order of the phase transition in SF systems can change from second to first one — see Sec. (C.16).
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and

$$\frac{d_{cS}}{\xi_S} = \pi \sqrt{\frac{\exp(C)}{2}} \quad \text{if} \quad \frac{\gamma d_S}{\gamma B \xi_S} \gg 1. \quad (C.11)$$
Appendix D

Spatial dependence of the order parameter in SF bilayers

According to the self-consistency equation, in the S layer the proximity order parameter $F(x, \tau = 0)$ is proportional to $\Delta(x)$:

$$F_S(x, \tau = 0) = \frac{\Delta(x)}{\pi \lambda}, \quad (D.1)$$

where $\lambda$ is the pairing constant which can be expressed via the Debye energy:

$$\lambda^{-1} = \ln \left( \frac{2 \exp(C) \omega_D}{\pi T_{cS}} \right). \quad (D.2)$$

$\Delta(x)$ can be found as the eigenvector of the matrix $\hat{L} - \hat{1} \ln(T_{cS}/T_c)$ [see Eq. (33)], corresponding to the zero eigenvalue.

After that we can express $F(x, \tau = 0)$ in the F layer via $\Delta(x)$ in the superconductor. The Green function $F_F(x, \omega_n)$ in the F layer is given by Eq. (37), with $C(\omega_n)$ found from the boundary conditions:

$$C(\omega_n) = \frac{B_h}{\gamma_B + B_h} \frac{F_S(0, \omega_n)}{\cosh(k_h d_F)}. \quad (D.3)$$

The Green function at the S side of the SF interface is

$$F_S(0, \omega_n) = \frac{F_S^+(0, \omega_n) + F_S^-(0, \omega_n)}{2}. \quad (D.4)$$

The symmetric part $F_S^+$ is given by Eq. (31). The antisymmetric part is

$$F_S^- = C^- (\omega_n) \cosh (k_S|x - d_S|), \quad (D.5)$$

with $C^- (\omega_n)$ found from the boundary conditions:

$$C^- (\omega_n) = \left[ \frac{i \gamma \text{Im} B_h}{\gamma_B + B_h} \frac{F_S^+(0, \omega_n)}{\cosh(k_S d_S)} \right]. \quad (D.6)$$
Finally, the proximity order parameter in the F layer is the Fourier transform [see Eq. 2.33] of

\[ F_F(x, \omega_n) = \left[ 1 + \frac{i \gamma \text{Im} B_h}{A_S |\gamma_B + B_h|^2 + \gamma (\gamma_B + \text{Re} B_h)} \right] \]

\[ \times \left( \frac{B_h}{\gamma_B + B_h} \right) \cosh \left( k_h [x + d_F] \right) \cosh(k_h d_F) \int_0^d G(0, y; \omega_n) \Delta(y) dy. \]  

(D.7)
Summary

The research described in this thesis deals with thermodynamic and transport properties of various superconducting junctions. The systems under consideration are composed of conventional $s$-wave superconductors in contact with normal metal or ferromagnet, and of anisotropic $d$-wave superconductors. Various aspects of the proximity and Josephson effects in such systems are studied theoretically.

When a superconductor contacts a normal metal, a number of phenomena known as the proximity effect takes place. The two materials influence each other on a spatial scale of the order of the coherence length in the vicinity of the interface. In particular, the superconducting correlations between quasiparticles are induced into the normal metal, because the Cooper pairs penetrating into the normal metal have a finite lifetime there. Until they decay into two independent electrons, they preserve the superconducting properties. Alternatively, the proximity effect can be viewed as resulting from the fundamental process known as the Andreev reflection, at which an electron impinging from the normal metal onto the interface with the superconductor is reflected back as a hole, while a Cooper pair is transferred into the superconductor.

The Josephson effect is a macroscopic quantum effect that occurs when two superconductors are connected via a weak link, which can be either a nonsuperconducting material (insulator or metal) or a geometrical constriction. The superconducting condensate in each of the two weakly coupled superconductors is described by its wave function and the corresponding phase. The essence of the Josephson effect is the appearance of the supercurrent (nondissipative current) between the superconductors at finite phase difference $\varphi$ between them. The supercurrent can flow in the absence of voltage, and in the simplest case is given by the sinusoidal Josephson relation $I = I_c \sin \varphi$. The quantity $I_c$ (or, more generally, the maximal supercurrent) is called the critical current.

Superconductivity in thin SN bilayers

In Chapter 1, the proximity effect in thin SN bilayers is studied.

Although the investigation of the proximity effect in SN systems was started about forty years ago, the technology allowing to produce and measure experimental samples of mesoscopic dimensions was achieved relatively recently. In particular, it became possible to study SN structures consisting of thin layers (having thickness

---

$^1$The notations: $S$ — $s$-wave superconductor, $D$ — $d$-wave superconductor, $N$ — normal metal, $F$ — ferromagnetic metal, $I$ — insulator, $c$ — constriction.
smaller than the coherence length). Such structures behave as a single superconductor with nontrivial properties. From practical point of view, the proximity structures can be used as superconductors with relatively easily adjustable parameters, in particular, the energy gap and the critical temperature. The parameters of the proximity structures can be tuned, e.g., by varying the thicknesses of the layers. This method has already found its application in superconducting transition edge bolometers and photon detectors for astrophysics.

While most of theoretical works on SN proximity structures have focused on the limit of ideally transparent interfaces, the experimental progress requires the advances in theory that take into account arbitrary interface transparency. This crucial parameter determines the strength of the proximity effect and at the same time is not directly measurable.

In Chapter 1, the theory of superconductivity in thin SN sandwiches (bilayers) in the diffusive limit is developed, with particular emphasis on the case of very thin superconductive layers, $d_S \ll d_N$. The proximity effect in the system is governed by the SN interface resistance (per channel) $\rho_B$. The energy gap, the order parameter, the critical temperature, the density of superconducting electrons, the parallel and perpendicular critical magnetic fields of the bilayer are investigated as functions of $\rho_B$.

The case of relatively low resistance (which can still have large absolute values) can be completely studied analytically. This case corresponds to the situation when the diffusion of quasiparticles between the layers is fast compared to the characteristic time $\Delta^{-1}$. The theory describing the bilayer in this limit is of Bardeen–Cooper–Schrieffer (BCS) type but with the minigap (in the single-particle density of states) $E_g \ll \Delta$ substituting the order parameter $\Delta$ in the standard BCS relations; the original relations are thus severely violated. In the opposite limit of an opaque interface, the behavior of the system is in many respects close to the BCS predictions. Over the entire range of $\rho_B$, the properties of the bilayer are found numerically. It is demonstrated that the gap is a nonmonotonic function of the interface resistance, reaching its maximum in the region of moderate resistances. Also in the region of moderate resistances, a jump of the parallel critical field (due to a redistribution of supercurrents in the bilayer) is discovered. Finally, it is shown that, due to geometrical symmetry, the results obtained for the bilayer also apply to more complicated structures such as SNS and NSN trilayers, SNINS and NSISN systems, and SN superlattices.

**Proximity effect in SF systems**

In Chapter 2, the critical temperature in SF bilayers and FSF trilayers is studied.

Compared to SN structures, the physics of SF systems is even richer. In contrast to the SN case, the superconducting order parameter does not simply decay into the nonsuperconductor metal but also oscillates. This behavior is due to the exchange field in the ferromagnet that acts as a potential of different signs for two electrons in a Cooper pair and leads to a finite momentum of the pair (similarly to the Larkin–Ovchinikov–Fulde–Ferrel state in bulk materials). This oscillations reveal itself in nonmonotonic dependence of the critical temperature $T_c$ of SF systems as a function
of the F layers thickness. At the same time, in most of the works investigating this effect, the methods to calculate $T_c$ were approximate. An exact method to calculate $T_c$ at arbitrary parameters of the system was lacking. The need for such a method was also motivated by a recent experiment that did not correspond to the previously considered approximations and limiting cases.

In Chapter 2, numerical methods are developed to exactly calculate the critical temperature of a dirty SF bilayer at arbitrary parameters of the structure (thicknesses of the layers $d_S$ and $d_F$, interface transparency). The methods are applied to study the nonmonotonic behavior of the critical temperature versus thickness of the F layer. Good agreement with experimental data is demonstrated. In limiting cases, analytical results for the critical temperature and the critical thickness of the S layer are obtained.

Another interesting effect in SF systems takes place if the magnetization of the ferromagnet is inhomogeneous. Then the triplet superconducting component can arise in the system. The triplet component corresponds to pairing between electrons with the same spin projection (while in the conventional case the Cooper pairs are formed by electrons with opposite spin projections). Recently, it was demonstrated that the triplet component also arises in the case of several homogeneous but noncollinearly oriented ferromagnets. However, the conditions at which the superconductivity is not destroyed in this system were not found. The simplest system of the above type is a FSF trilayer. The answer to the question about the conditions for the superconductivity to exist can be obtained when studying the critical temperature of the system. At the same time, a method to calculate $T_c$ in a situation when the triplet component is generated, was lacking.

Therefore, the methods developed for SF bilayers in the first part of Chapter 2, are then applied to study the critical temperature of the dirty FSF trilayer at arbitrary parameters of the system (mutual orientation of the magnetizations $\alpha$, thicknesses of the layers, interface transparency). Changing of characteristic types of the $T_c(d_F)$ dependence while varying the mutual orientation is demonstrated. In the general case, it is analytically proven that $T_c(\alpha)$ is a monotonic function. In interesting limiting cases, analytical results for the critical temperature of the system and the critical thickness of the S layer are obtained. The necessary conditions for the existence of the odd (in energy) triplet superconductivity in multilayered SF structures are formulated.

A possible practical application of FSF structures is a spin valve, a system that switches between superconducting and nonsuperconducting states when the relative orientation of the magnetizations is varied. Although the superconductive spin valve is not yet experimentally realized, the work in this direction has already started.

**Josephson effect in SFS junctions**

The Josephson effect in the systems containing ferromagnets (e.g., structures of the SFIFS, SIFS or SFcFS type) also has a number of peculiarities. Among them are the transition from the ordinary (0-state) to the so-called $\pi$-state (in other words, the inversion of the critical current sign or the additional $\pi$ phase shift in the Joseph-
son relation) when the two ferromagnets are aligned in parallel, the enhancement of the critical current by the exchange field in the case of antiparallel orientation, and nonsinusoidal current-phase relation. The interest to SfF junctions with nontrivial current-phase relation is in particular due to their possible employment for engineering logic circuits of novel types (both classical and quantum bits).

In Chapter 3, the Josephson effect in dirty SFIFS junctions is studied by a self-consistent method at arbitrary system parameters (F layers thickness, interface transparencies). When the magnetizations of the ferromagnets are antiparallel the effect of the critical current enhancement by the exchange field is observed, while in the case of parallel magnetizations the junction exhibits the transition to the $\pi$-state. In the limit of thin F layers, these peculiarities of the critical current are studied analytically and explained qualitatively. The mechanism of the $0\pi$ transition, at which the phase jumps by $\pi/2$ at the two SF interfaces, is discovered. It is demonstrated that the effect of the critical current enhancement by the exchange field (at the antiparallel magnetizations alignment) is similar to the Riedel singularity in SIS junctions. The logarithmic divergence of the maximal critical current is cut off by finite temperature or finite transparency of the tunnel interface. The effect of switching between 0 and $\pi$ states by changing the mutual orientation of the F layers is demonstrated.

Nonsinusoidal dependence of the Josephson current on the phase difference in SFcFS point contacts and planar double-barrier SFIFS junctions is studied in the limit of thin F layers. It is demonstrated that in SFcFS junctions, the current can cross zero not only at $\varphi = 0$ and $\varphi = \pi$ but also at an intermediate value. This implies that the energy of the junction has two minima — at $\varphi = 0$ and $\varphi = \pi$, hence the 0 and $\pi$ states of the junction coexist. If the minima are of the same depth, the system can be used as a quantum bit (qubit). The physical mechanisms leading to highly nontrivial $I(\varphi)$ dependence are identified by studying the spectral supercurrent density.

**Decoherence due to nodal quasiparticles in d-wave Josephson junctions**

Another interesting type of nonuniform superconducting systems is a junction between superconductors of nontrivial symmetry. The anisotropic superconductors with the $d$-wave symmetry of the order parameter are widely discussed because this symmetry is realized in the high-temperature superconductors. A possibility to implement a so-called qubit (quantum bit) based on $d$-wave junctions was proposed theoretically. Quantum bit is, simply speaking, a quantum mechanical system with two states (which can be imagined as spin $1/2$). While a classical bit can be either in one state or in the other, a qubit can also be in a superposition of the two states. If a quantum computer is built of such qubits, it would have the advantage of natural computational parallelism that can enormously speed up certain types of computational tasks. A possibility to implement a qubit based on DID junction stems from the fact that the energy of such a junction as a function of the phase difference can have a double-well form with two minima. This degeneracy of the ground state arises due to the nontrivial symmetry of the superconductors. Due to tunneling between the wells,
the ground state splits, and the two resulting levels effectively form the quantum-mechanical two-state system. At the same time, the gapless nature of the $d$-wave superconductors leads to appearance of low-energy quasiparticles which can destroy the quantum coherence of the qubit and hence hamper its successful functioning. Calculation of the corresponding decoherence time is necessary for estimating the efficiency of the proposed qubits.

In Chapter 4, the decoherence time due to the low-energy nodal quasiparticles in the Josephson junction between two $d$-wave superconductors is calculated. The decoherence is due to an intrinsic dissipative process: quantum tunneling between the two minima of the double-well potential excites nodal quasiparticles which lead to incoherent damping of quantum oscillations. In DID junctions of the mirror orientation ($\alpha/ - \alpha$), the contribution to the dissipation from the nodal quasiparticles is found to be superohmic, hence the quality factor (the number of coherent oscillations that occur before the decoherence overcomes) grows as the tunnel splitting of the ground state decreases. The quality factor is estimated for available experimental data on DID junction. The suppression of low-energy quasiparticles due to finite size of the $d$-wave superconductors is discussed.
Samenvatting (Summary in Dutch)

De onderzoeksthema's van dit proefschrift zijn de thermodynamische eigenschappen en transporteigenschappen van verschillende supergeleidende contacten. De onderzochte systemen zijn samengesteld uit conventionele $s$-type supergeleiders in contact met een normaal metaal of ferromagneet en uit anisotrope $d$-type supergeleiders. Een aantal aspecten van het Josephson effect en het effect van de nabijheid van een supergeleider in dergelijke systemen is theoretisch onderzocht.

Als een supergeleider in contact wordt gebracht met een normaal metaal vindt een aantal verschijnselen plaats dat onder de noemer nabijheidseffect valt. De twee materialen beïnvloeden elkaar op het grensvlak over een lengteschaal van de ordegrootte van de coherentielengte. De supergeleidende correlaties tussen quasideelijks worden in het normale metaal geïnduceerd vanwege de eindige verblijftijd van de binnendringende Cooperparen. Tot het moment van uiteenvallen in twee onafhankelijke elektronen blijven de supergeleidende eigenschappen bewaard. Aan de andere kant kan het nabijheidseffect worden gezien als een manifestatie van het fundamentele proces dat Andreev reflectie wordt genoemd, waarbij een elektron vanuit het normale metaal op het grensvlak met de supergeleider wordt gereflecteerd als een gat terwijl een Cooperpaar wordt doorgegeven aan de supergeleider.

Het Josephson effect is een macroscopisch kwantumeffect dat optreedt wanneer twee supergeleiders verbonden zijn via een zwakke koppeling, hetgeen een niet-supergeleidend materiaal (isolerend of metallic) kan zijn of een geometrische constreintie. Het supergeleidende condensaat in elk van de twee supergeleiders wordt door een golffunctie beschreven met elke een fase. De essentie van het Josephson effect is het opstellen van een superstroom (niet-dissiperende stroom) bij een eindig faseverschil $\varphi$ tussen de supergeleiders. Superstroom kan zonder aangelegd potentiaalverschil stromen en is in het meest eenvoudige geval gegeven door de sinusoidale Josephson relatie $I = I_c \sin \varphi$. De grootheid $I_c$ (in het algemeen de maximale superstroom) wordt de kritieke stroom genoemd.

Supergeleiding in dunne SN-bilagen

In hoofdstuk 1 is het nabijheidseffect in dunne SN-bilagen bestudeerd. Hoewel het onderzoek naar het nabijheidseffect in SN-structuren reeds veertig jaar geleden is begonnen, is de technologie om experimentele structuren met mesoscopische

---

2De notaties zijn: $s$-type supergeleider, $d$-type supergeleider, N — normaal metaal, F — ferromagneteisch metaal, I — isolator, c — constreintie.
afmetingen te prepareren en te meten pas recent bereikt. In het bijzonder werd het mogelijk SN-structuren te bestuderen bestaande uit dunne lagen (met een dikte die kleiner is dan de coherentielenge). Dergelijke structuren gedragen zich als een enkele supergeleider met niet-triviale eigenschappen. De SN-structuren kunnen, praktisch gezien, worden gebruikt als supergeleiders met relatief makkelijk aan te passen eigenschappen zoals de ‘gap’ en de kritieke temperatuur. De eigenschappen kunnen bijvoorbeeld worden aangepast door de laagdiktes te varieren. Deze methode wordt reeds gebruikt in bolometers die zijn gebaseerd op de overgang van de supergeleidende naar normale toestand en fotondetectoren voor astrofysische doeleinden.

Hoewel de meeste theorettische studies naar SN-structuren zich hebben geconcentreerd op de limiet van volledig transparante grensvlakken, vereist de experimentele ontwikkeling een vooruitgang in de theorie voor een willekeurige transparantie van het grensvlak. Deze cruciale parameter bepaalt de sterkte van het nabijheidseffect maar is niet direct meetbaar.

De theorie van de supergeleiding in dunne SN-structuren (bilagen) in de limiet van diffuus transport is ontwikkeld in hoofdstuk 1, met een specifieke nadruk op structuren met een hele dunne supergeleidende laag, $d_S \ll d_N$. Het nabijheidseffect in het systeem wordt bepaald door de weerstand van het SN-grensvlak (per kanaal) $\rho_B$. De ‘gap’, de ordeparameter, de kritieke temperatuur, de dichtheid van supergeleidende elektronen en de parallele en loodrechte kritieke magneetvelden van de bilaag zijn onderzocht als functie van $\rho_B$.

Het geval van een relatief lage weerstand (hetgeen nog steeds absoluut hoge waardes toelaat) kan geheel analytisch worden bestudeerd. Dit geval komt overeen met de situatie waarin de diffusie tussen quasideeltjes snel is vergeleken met de karakteristieke tijd $\Delta^{-1}$. De theorie die de bilaag in deze limiet beschrijft is de Bardeen–Cooper–Schrieffer (BCS) theorie waarin nu de ordeparameter $\Delta$ vervangen wordt door de ‘minigap’ (in de toestandsdichtheid van de quasideeltjes) $E_g \ll \Delta$, hetgeen dus een ernstige schending van de oorspronkelijke vergelijkingen veroorzaakt. Het systeem in de tegenovergestelde limiet van een beperkt transparant grensvlak gedraagt zich echter in veel opzichten ongeveer naar de voorspellingen uit de BCS theorie. De eigenschappen voor een bilaag zijn numeriek bepaald voor alle $\rho_B$. Het is afgeleid dat de ‘gap’ een niet-monotone functie van de weerstand van het grensvlak is, waarbij het maximum wordt bereikt in het gebied met middelmatige weerstandswaarden. In dit gebied met middelmatige weerstandsbaarden is een sprong ontdekt in het parallelle kritieke veld (vanwege een herverdeling van superstromen in de bilaag). Tenslotte is aangetoond dat, vanwege geometrische symmetrie, de resultaten voor een bilaag ook gelden voor ingewikkeldere structuren zoals SNS- en NSN-trilagen, SNINS- en NSISN-structuren en SN-superstructuren.

**Het nabijheidseffect in SF-structuren**

In hoofdstuk 2 is de kritieke temperatuur van SF bilagen en FSF-trilagen bestudeerd.

Vergelijk met de SN-structuren is de fysica van SF-structuren zelfs nog gevarieerder. In tegenstelling tot in SN-structuren, dringt de supergeleidende ordeparameter niet slechts eenvoudigweg het normale metaal binnen, maar kan
daarbij ook oscilleren. Dit gedrag wordt veroorzaakt door het 'exchange' veld in de ferromagneet, hetgeen zich gedraagt alsof er voor elk van de twee elektronen in een Cooperpaar een potentaal met tegengestelde polariteit bestaat, waardoor het paar een impuls krijgt (vergelijkbaar met de Larkin–Ovchinnikov–Fulde–Ferrell toestand in materialen). Deze oscillaties manifesteren zichzelf in het niet-monotone verband tussen de kritieke temperatuur $T_c$ van SF-systemen en de laagdikte van de F-laag. In de meeste studies naar dit effect zijn de methoden om $T_c$ uit te rekenen slechts benaderingen en een precieze methode om $T_c$ uit te rekenen als functie van de parameters van het systeem ontbrak. De behoeftte aan een dergelijke methode kwam ook voort uit recente experimentele bevindingen die niet overeenkomen met de tot nu toe beschouwde limietgevallen en benaderingen.

In hoofdstuk 2 zijn numerieke methodes ontwikkeld om de kritieke temperatuur van een SF-bilaag in de diffuse limiet exact uit te rekenen als functie van de parameters van het systeem (laagdiktes $d_S$ en $d_F$, grensvalk transparantie). De methoden zijn toegepast in een studie naar het niet-monotone verband tussen de kritieke temperatuur en de laagdikte van de F-laag. Een goede overeenstemming met de experimentele gegevens is hierbij bereikt. In speciale limietgevallen zijn analytische uitdrukkingen gevonden voor de kritieke temperatuur en de kritieke dikte van de S-laag.

Een ander interessant effect vindt plaats in SN-structuren wanneer de magnetisatie van de ferromagneet niet homogen is. In dit geval kan een triplet component in de supergeleiding ontstaan. De triplet component komt overeen met de paring tussen elektronen met dezelfde projectie van de spin (terwijl in het conventionele geval de Coopergaren worden gevormd door elektronen met tegengestelde spin projecties). Het is recent aangetoond dat de triplet component ook kan ontstaan in systemen met homogene, maar niet-collineair georiënteerde ferromagneten. De voorwaarden waaronder de supergeleiding niet wordt tenietgedaan in zulke structuren waren echter nog niet gevonden. Het meest eenvoudige voorbeeld van een dergelijke structuur is de FSF-trilaag. Het antwoord op de vraag naar de voorwaarden voor het bestaan van supergeleiding kan worden beantwoord door de kritieke temperatuur van het systeem te onderzoeken. Een methode om $T_c$ te berekenen in structuren waarbij een triplet component wordt gegeëngereerd, ontbrak echter nog.

Vanwege dit feit, zijn de methodes voor de SF-bilaag uit hoofdstuk 2 gebruikt om de kritieke temperatuur van een diffuse FSF-trilaag te bepalen als functie van de parameters van het systeem (wederzijdse oriëntatie van de magnetisaties $\alpha$, laagdiktes en grensvalk transparantie). Het is aangetoond hoe de functies $T_c(d_F)$ veranderen wanneer de oriëntaties worden gewijzigd. In het meest algemene geval is het analytisch bewezen dat $T_c(\alpha)$ een niet-monotone functie is. In de interessante limietgevallen zijn analytische uitdrukkingen voor de kritieke temperatuur en de kritieke dikte van laag S verkregen. De noodzakelijke voorwaarden voor het bestaan van oneven (in energie) triplet supergeleiding in multilaags SF-structuren is geformuleerd.

Een mogelijke praktische toepassing van FSF-structuren is de spin-transistor, een systeem dat schakelt tussen de supergeleidende en de niet-supergeleidende toestand wanneer de relatieve oriëntatie van de magnetisaties wordt veranderd. Hoewel de supergeleidende spin transistor experimenteel nog niet is gerealiseerd, is het onderzoek
in deze richting wel begonnen.

Het Josephson effect in SFS contacten

Het Josephson effect in structuren die ferromagneten bevatten (bijvoorbeeld SFIFS-, SIFIS-, SFcFS-structuren) heeft een aantal bijzondere eigenschappen, waaronder de overgang van de gewone toestand (0-toestand) naar de zogenaamde π-toestand (met andere woorden: het teken van de kritieke stroom wordt geïnverteerd, of: een additionele faseverschuiving van π vindt plaats) wanneer de ferromagneten parallel georiënteerd zijn, de toename van de kritieke stroom door het ‘exchange’ veld wanneer de ferromagneten anti-parallel georiënteerd zijn en een niet-sinusïdale stroom-fase relatie. De interesse in SFS-contacten met een niet-triviale stroom-fase relatie komt met name voort uit de mogelijke toepasbaarheid in het realiseren van nieuwe elektronische circuits (met klassieke of kwantum bits).

In hoofdstuk 3 is het Josephson effect bestudeerd in diffuse SFIFS-structuren met willekeurig gekozen parameters (laagdruk van F, grensvalk transparantie) door middel van een consistente methode. Wanneer de magnetisaties van de ferromagneten anti-parallel zijn georiënteerd, wordt een toename van de kritieke stroom door het ‘exchange’ veld gevonden, terwijl in het geval van een paralllele oriëntatie het contact een overgang naar de π-toestand kan hebben. Deze bijzonderheden van de kritieke stroom zijn analytisch bestudeerd en kwalitatief verklaard in de limiet waarin de laagdruk van F klein is. Het mechanisme van de overgang van 0 naar π, waarbij de fase met π/2 verspringt op de twee SF-grensvlakken, is ontlekt. Het is aangetoond dat de toename van de kritieke stroom door het ‘exchange’ veld (bij een anti-parallelle oriëntatie) gelijkenis vertoont met de Riedel singulariteit in SIS-contacten. De logarithmische divergentie van de maximale kritieke stroom wordt afgezwakt door de eindige temperatuur of de niet-ideale transparantie van het grensvalk. Het verschijnsel van schakelen tussen de 0- en de π-toestand door het veranderen van de wederzijdse oriëntatie van de ferromagnetische lagen is aangetoond.

Het niet-sinusïdale verband tussen de Josephson stroom en het faseverschil in SFcFS-puntcontacten en planaire dubbele-barrière SIFIS-contacten is bestudeerd in het limietgeval waarbij de F laag dun is. Het is aangetoond dat de stroom in SFcFS-contacten niet alleen de nullwaarde kan passeren bij φ = 0 en φ = π, maar ook bij een tussenliggende waarde. Dit betekent dat de energie van het contact twee minima heeft (op φ = 0 en φ = π) en de 0- en de π-toestand tegelijk bestaan. Wanneer de minima een gelijke diepte hebben, kan het systeem worden gebruikt als een kwantumbit (qubit). Het fysische mechanisme dat voor de niet-triviale I(φ) relatie zorgt, is ontrafeld door het bestuderen van de spectrale superstroomdichtheid.

Decoherentie door quasideeltjes in de nodale richting van d-type Josephson contacten

Een ander interessant type niet-uniform supergeleidend systeem is een contact tussen supergeleiders met een niet-triviale symmetrie. Veelal worden anisotrope
supergeleiders bestudeerd met de symmetrie van de ordeparameter van het \( d \)-type omdat deze symmetrie wordt gerealiseerd in hoge-temperatuur supergeleiders. De mogelijkheid om een zogenaamd qubit (kwantumbit) gebaseerd op \( d \)-type contacten te implementeren is reeds theoretisch voorgesteld. Een qubit is in feite een kwantummechanisch systeem met twee toestanden (dit kan worden voorgesteld als spin 1/2). Terwijl een klassieke bit in de ene of in de andere toestand is, kan een qubit zich ook in een superpositie van de twee toestanden bevinden. Een kwantumcomputer gebaseerd op qubits zou dan het voordeel hebben dat een natuurlijke vorm van parallel rekenen kan worden gebruikt, wat bepaalde soorten numerieke taken enorm zou kunnen versnellen. De mogelijkheid een qubit te implementeren met behulp van DID-contacten komt voort uit het feit dat de energie van dit contact een dubbele potentialpunt met twee minima vormt als functie van het faseverschil. Deze gedegenerateerde grondtoestand ontstaat vanwege de niet-triviale symmetrie van de supergeleiders. De grondtoestand splitst vanwege tunnelprocessen tussen de energieminima en de twee resulterende energietoestanden vormen een kwantummechanisch twee-toestandensysteem. Het ontbreken van de ‘gap’ in \( d \)-type supergeleiders leidt tot de aanwezigheid van laag-energetische quasideeltjes die de kwantumcoherentie van de qubit kunnen onderdrukken en daarmee een succesvol gebruik bemoeilijken.

In hoofdstuk 4 is de tijd van de decoherentie door de laag-energetische quasideeltjes uitgerekend voor Josephson contacten met twee \( d \)-type supergeleiders. De decoherentie wordt veroorzaakt door een intrinsiek dissipatief proces: een kwantumtunnelproces tussen de twee minima van de dubbele potentialpunt slaat nodale quasideeltjes aan, wat aanleiding geeft tot een incohereente demping van de kwantumoscillaties. De bijdrage aan de dissipatie van de nodale quasideeltjes in DID contacten met een gespiegelde orientatie \((\alpha + \alpha)\) is super-ohmisch. Hierdoor stijgt de kwaliteitsfactor (het aantal coherente oscillatie dat plaatsvindt voordat decoherentie optreedt) bij een afnemend verschil tussen de grondtoestanden. De kwaliteitsfactor is geschat voor de beschikbare experimentele gegevens. De onderdrukking van laag-energetische quasideeltjes door een beperkte laagdikte van de \( d \)-type supergeleiders is toegelicht.
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